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ABSTRACT

Understanding the Raman spectroscopy at the atomistic level is important for the elucidation of
dynamical processes in liquid water. Because the polarisability (or its time derivative) is often a highly
nonlinear function of coordinates or/and momenta, we employ the linearized semiclassical initial
value representation for quantum dynamical simulations of liquid water (and heavy water) under
ambient conditions based on an ab initio-based, flexible, polarisable model (the POLI2VS force field).
Itis shown that quantum dynamical effects play a critical role in reproducing the peaks in the interme-
diate region between the librational and bending bands, those between the bending and stretching
bands, and the double-peakin the stretching band in the experimental isotropic Raman spectrum. In
contrast, quantum dynamical effects are important but less decisive in the anisotropic Raman spec-
trum. By selectively freezing either the intramolecular O-H stretching or H-O-H bending mode, we
demonstrate that the peak in the intermediate region (2000-2400 cm ™) of the isotropic Raman spec-
trum arises from the interplay of the stretching and bending motions while a substantial part of the
peak in the same intermediate region of the anisotropic Raman spectrum may be attributed to the
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combined motion of the bending and librational modes.

Raman Spectro
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1. Introduction

Liquid water plays a crucial role in various phenom-
ena/processes in chemistry, physics, biology, geology,
climate research, etc. [1-13]. This is mainly related to its
flexible and dynamic hydrogen-bonding networks [14-
18]. The significance of nuclear quantum effects on the
properties of liquid water has not yet been fully resolved,
although important progress has been made in last two
decades [19-43] by virtue of recent development on path
integral molecular dynamics (PIMD) techniques (such

heavy water

as reversible multiple time scale method [44], ring poly-
mer contraction [45], colour noise methods [46,47] and
more generally applicable ‘middle’ thermostat scheme
[48-51]) for structural and thermodynamic proper-
ties and on approximate quantum dynamics methods
(including linearized semiclassical initial value represen-
tation (LSC-IVR) [52-59], derivative forward-backward
semiclassical dynamics [60-64], centroid molecular
dynamics (CMD) [65-68], ring polymer molecu-
lar dynamics (RPMD) [69-72], etc.) for dynamical
properties.
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Since water vibrations have a complex mixed char-
acter of both intramolecular dynamics and the fluctu-
ating hydrogen bond network, vibrational spectroscopy
often serves as a probe of structure and dynamics in
liquid water [2,73]. While the infra-red (IR) response
is linear, the Raman response is of the third order. In
pure liquid water the Raman spectrum demonstrates
more pronounced features than the IR spectrum [2]. For
instance, while a more distinct peak between the bending
and stretching bands appears around 2061 cm™! in the
isotropic Raman spectrum and around 2110 cm ™ in the
anisotropic Raman spectrum, two peaks rather than one
exist in the O-H stretching band of the isotropic Raman
spectrum. It has long been suspected whether the Fermi
resonance plays a role in the Raman spectrum of ambient
water [2,74-76].

In the present paper, we focus on quantum dynamical
effects in anisotropic and isotropic Raman spectra of liq-
uid water. The isotropic (or polarised) component of the
differential scattering cross section for scattering into a
frequency range dw and a solid angle d<2 is related to the
Fourier transform of the standard version of the isotropic
polarisability auto-correlation function by

Tt (g — )t / ” TG0 (0) Gligo (1))t
Jood < X (W —w ) e Uiso Uiso std?ts
(1)

with @y as the circular frequency of the excitation
light, and the isotropic polarisability defined by ;5o =
Tr(e)/3, where a represents the 3 x 3 collective polaris-
ability tensor of the system [77]. Similarly, the anisotropic
(or depolarised) component is connected to the Fourier
transform of the standard version of the anisotropic
polarisability auto-correlation function by

dzaaniso 4 1 oo —iwt o A
dwdq (@@ E/_oo et @B (t)]>stddt
(2)

with the anisotropic polarisability defined by B = o —
@isol. [77] The reduced Raman intensity R(w) defined by
Lund et al. [76,78,79] is given by
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The reduced isotropic Raman spectrum is then pro-

duced by
w (l—e_ﬁh“’)
27 (1+4eFhe)

+00
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which may be recast in terms of the real part of the
standard version of the isotropic polarisability-derivative
auto-correlation function as

1— e—ﬂhw
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Here o is the derivative of o, over time. Similarly,
the reduced anisotropic Raman spectrum is related to
the Fourier transform of the real part of the standard
version of the anisotropic polarisability-derivative auto-
correlation function:
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where the anisotropic polarisability-derivative [5 is the
time derivative of 3. As suggested by Equations (5) and
(6), the isotropic and anisotropic Raman spectra imply
the scalar and vector nature of the field-matter interac-
tions, respectively. One can also express Equations (5) and
(6) in terms of the Kubo-transformed version of the cor-
relation function, i.e.

Ris (@) Bh 1
iso (@ 2 1+ e Pho
+o0 ) R R
X / e_lwt<diso (0) diso (t)>K b dt (7)
and
Bh 1
Raniso (@) o P p—
+0oo 2 2
X / e‘“‘”<Tr [[3 0)B (t)}> dt.
—00 Kubo

(8)

A more compact form of the time correlation func-
tions [77,80,81] listed in Equations (1) and (2) and in
Equations (4)-(8) may be given by

<A 0) B (t)) = Cuz () :%Tr (Af‘e"ﬁf/ﬁée*fﬁf/ﬁ) )

where Aﬁ = e PAA for the standard version of
the correlation function, or Afym = ¢ PH/2fe=PH/2

for the [82], or AP —

symmetrised version Kubo



% foﬂ dr e=B-MHAe M for the Kubo-transformed
version [83]. These three versions are related to one
another by the following identities between their Fourier
transforms:

Bhw
Tl (@) =1L (@) =M L @) (10)

where IAB(w)szooodt e ' Cyp(t) etc. Here Z =

Tr(e ") (B = 1/ksT) is the partition function and H
the (time-independent) Hamiltonian of the system, and
A and B are relevant operators.

An important component for simulating the Raman
spectroscopy of liquid water in the entire frequency
domain (from the librational band to the O-H stretching
band) is the real-time quantum dynamics method. The
mixed quantum mechanics/classical mechanics approach
often focuses on the stretching band by decoupling the
O-H stretch from the other degrees of freedom [26,84].
Although this type of approach often offers instructive
information for the stretching band, it completely ignores
the interplay of different modes and is not able to describe
the entire spectrum. The two approximate quantum
dynamics methods - CMD and RPMD are two possible
candidates and have recently been used to compute the
Raman spectroscopy [40,42]. Note that the polarisability
(or polarisability-derivative) of water molecules is often
a (highly) nonlinear operator (i.e. nonlinear function of
nuclear degrees of freedom). It is not well justified that
these versions of CMD [65-68] and RPMD [69-72] are
good for calculating the polarisability (or polarisability-
derivative) correlation function, because these approxi-
mate quantum dynamics methods are incapable of giv-
ing exact correlation functions of nonlinear operators
even for the harmonic system [85-94]. While the asso-
ciation band around 2110 cm™! is missing in the CMD
anisotropic spectrum in Ref. [40], only one peak (instead
of two peaks) appears in the O-H stretching band of the
CMD (or thermostatted RPMD) isotropic spectrum in
Ref. [42]. A more reasonable candidate for calculating
the Raman spectroscopy may be the LSC-IVR of Miller
et al. [28,52-55,57,59] (or the classical Wigner model for
the correlation function), because it treats both linear and
nonlinear operators equally well and recover exact corre-
lation functions in the classical (& — 0), high tempera-
ture (8 — 0) and harmonic limits.

In addition to the real-time quantum dynamics
method, the potential energy, dipole moment and polar-
isability tensor surfaces (PES, DMS, and PTS) are another
essential component for studying the Raman spec-
troscopy of liquid water. It is crucial to employ either ab
initio calculations on the fly or ab initio-based force fields
to avoid the ‘double counting problem’ for quantum sim-
ulations based on conventional classical water force fields
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[23,24,27,28,30,33]. Significant progress has been made
in developing force fields or electronic structure meth-
ods for the accurate description of liquid water [25,95-
114]. The water force field employed in the paper is a
polarisable, flexible and transferable potential for inter-
and intramolecular vibrational spectroscopy (POLI2VS)
developed by Hasegawa and Tanimura [115] based on
the POLIR potential [116] with atomic multipoles. In the
POLI2VS force field the distributed multipole analysis
and the distributed polarisation model proposed by Stone
and Alderton [117,118] were implemented to mimic the
instantaneous charge density of a water molecule in a
consistent way for describing the dipole moment surface
and the polarisation effect [115]. While multipoles up to
quadrupole are used for the permanent part, multipoles
up to dipole are employed for the induced part [115].
Comparing to the experimental data [76], the Raman
spectrum simulated by classical molecular dynamics
(MD) misses some important structures in the interme-
diate region between the librational and bending bands
and in the intermediate region between the bending and
stretching bands, in addition that classical MD produces
a blue-shifted and more narrow stretching band [115].
Such deviations should be corrected/alleviated if quan-
tum dynamical effects are considered. Investigation on
this can shed light on the role of nuclear quantum dynam-
ical effects in Raman modes of liquid water. We note that
quantum dynamical effects have already been demon-
strated to play an important role in the vibrational spec-
troscopy of liquid water by a comprehensive study on the
IR spectrum [33] and a heuristic illustration with a model
Hamiltonian on linear and nonlinear spectra [119].

The paper is organised as follows. Section 2 first briefly
reviews the LSC-IVR methodology for time correlation
functions. Section 3 then gives the explicit formulations
for the isotropic and anisotropic polarisability-derivative
correlation functions for the corresponding Raman
spectra. Section 4 studies the isotropic and anisotropic
Raman spectra of liquid water and heavy water at 298.15
K, followed by further analyses and discussions. A brief
summary and conclusion remarks are presented in
Section 5.

2. Simulation methodology

2.1. Linearized semiclassical initial value
representation for the correlation function

Simulations of time correlation functions in
Equations (4)-(9) for large molecular systems often
present a challenge. While classical MD fails to
capture quantum effects, exact interpretations of quan-
tum mechanics (such as the time-dependent Schrodinger
equation and Feynman’s real-time path integral) are
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impractical to apply to liquid water. A practical approx-
imate quantum dynamics method is the LSC-IVR or
classical Wigner model for the correlation function in
Equation (9), i.e.

Ck%C—IVR (t) — Z—l (znh)—:’)N

X /dxofdperv (X0 Po) Byy (x:. pr)
(11)

where Aﬁ, and By, are the Wigner functions [120] corre-
sponding to these operators:

Ow (X, p) = /dAx (x — Ax/2| 10} Ix + Ax/2) ¢ Ax"p/h
(12)

for any operator O. Here N is the number of particles
in the system, and (X, po) is the set of initial conditions
(i.e. coordinates and momenta) for a classical trajectory,
(x¢ (X0, Po)s Pt (X0, Po)) being the phase point at time ¢
along this trajectory.

It was originally derived from the initial value repre-
sentations (IVR) of semiclassical theory [121,122], which
approximates the forward (backward) time evolution
operator ¢~ H!/% (¢iHt/h) by a phase space average over
the initial conditions of forward (backward) classical tra-
jectories [121,123-125]. The LSC-IVR was obtained by
making the approximation that the dominant contribu-
tion to the phase space averages comes from forward
and backward trajectories that are infinitesimally close to
one another, and then linearizing the difference between
the forward and backward actions (and other quanti-
ties in the integrand) [52-54]. Other approximate routes
[55-57,126,127] have also been proposed to derive the
LSC-IVR/classical Wigner model for correlation func-
tions (other than simply postulating it). It was shown
that the exact quantum time correlation function can be
expressed in the same form as Equation (11), with an
associated dynamics in the single phase space [126,127],
and it was furthermore demonstrated that the LSC-IVR is
its classical limit (2 — 0), high temperature limit (8 —
0) and harmonic limit (even for correlation functions
involving nonlinear operators). It should be stressed that
all these approximate routes also indicate that the LSC-
IVR is the short time approximation (t — 0) to the
quantum time correlation function, which has been well
demonstrated by the perturbation theory [128] and by the
maximum entropy analytical continuation test and other
analyses for condensed phase systems [58,129-131].

The LSC-IVR has two drawbacks. One is that it cannot
describe true quantum coherence effects in time correla-
tion functions. Such effects are expected to be quenched

and not important in condensed phase systems such
as liquid water since too many degrees of freedom are
involved [28,33,124,125]. The other drawback is that the
distribution generated for the operator A? for the case
A =1 (ie. AP = ¢=PH  the Boltzmann operator itself) is
not invariant with the approximate evolution of the LSC-
IVR for anharmonic systems [33,64,92,126,127,131-
134]. The latter may lead to the unphysical decay (i.e.
overdamping) intrinsic in the LSC-IVR correlation func-
tion, which becomes progressively worse for longer times
[33,135]. As a part of the effects due to the failure of the
LSC-IVR to conserve the quantum canonical distribu-
tion, the LSC-IVR reaction rate depends on the choice of
the dividing surface [58,128]. (Sometimes it is not nec-
essarily a drawback since this dependence may be used
variationally to identify the dividing surface.) As another
part of the effects, the ‘artificial energy flow’ exists from
intramolecular to intermolecular modes (also denoted
‘zero point energy leakage’) for such a complex poly-
atomic system as liquid water (e.g. see the note (Ref. [36])
of Ref. [136] and Refs. [28], [133], [33], etc.). The accu-
racy of the LSC-IVR correlation function then depends
on the competition between the unphysical decay caused
by the method and the inherent physical decay of the ‘real’
system [33]. Because the Raman spectroscopy of liquid
water involves ultra-fast dynamics (as will also be demon-
strated in Figure 2 the physical time scale of the (relevant)
polarisability-derivative correlation function is relatively
short — about 2-3 hundred femtoseconds), the intrin-
sic unphysical decay of the LSC-IVR correlation func-
tion will be greatly compensated by the inherent physical
decay in the system. This is actually the main reason why
the LSC-IVR is a good approximate quantum approach
for study of the vibrational spectroscopy in condensed
phase systems [33,59].

Regardless of these two drawbacks, the LSC-IVR
describes various aspects of the (short-time) dynam-
ics very well [33,52,56-59,129-131,134,137-147]. For
instance, the LSC-IVR has been shown to describe reac-
tive flux correlation functions for chemical reaction rates
quite well (when the dividing surface is chosen in the
reasonable region), including strong tunnelling regimes
[53,58,148], and correlation functions for vibrational
spectra, transport properties, vibrational/electronic
energy transfer [28,33,56,59,129-131,134,138-147] in
systems with enough degrees of freedom for true quan-
tum coherence effects to be unimportant and where
the physical decay time is relatively short. When the
vibrational spectroscopy is studied, the LSC-IVR is
exact for any long time in the harmonic limit, regardless
of whether the involved operator is a linear or non-
linear function of coordinates or/and momenta and
independent of whether it is in the low-frequency regime



or involves high-frequency vibrations. The LSC-IVR
maintains all aspects of the classical coherence and does
not suffer the ‘curvature problem [94] or ‘artificial fre-
quencies and resonances [27,94,149] in the simulation.

2.2, Local Gaussian approximation

The Wigner function for operator B in Equation (11) is
often trivial to obtain. When B is a function only of coor-
dinates or only of momenta, its Wigner function is sim-
ply the classical function itself. In contrast, calculation
of the Wigner function for operator AP s non-trivial,
because it involves the Boltzmann operator with the total
Hamiltonian of the complete system and the multidi-
mensional Fourier transform. It is also important to do
this in order to yield the distribution of initial conditions
of momenta p, before propagating the real-time trajec-
tories. To accomplish this task, several approximations
[53,56,138,141,147] were introduced for the LSC-IVR.
Superior to all these approximations, the local Gaussian
approximation (LGA) for treating imaginary frequen-
cies [58] with the LSC-IVR provides an indeed practical
tool to study quantum effects in general large/complex
molecular systems whose interactions are often too dif-
ficult to be parameterised by Gaussians or polynomials
and where ab initio calculations are called for. Because
it is straightforward to implement the LGA with state-
of-art PIMD methods (including ring polymer contrac-
tion [45], colour noise methods [46,47], and the more
generally applicable ‘middle’ thermostat scheme [48-
51]), the LGA can prepare the initial conditions for the
LSC-IVR both efficiently and reasonably accurately.
Below we briefly summarise the LGA, which is what we
use for the study of the Raman spectroscopy of liquid
water in this paper.

The Hamiltonian around x can be expanded to second
order as

1 v\’
Hx+Ax)~ - p"Mp+V ) + | — ) Ax
2 0x
1 92V

+ EAXTWAX‘ (13)

As in the standard normal mode analysis, mass-
weighted Hessian matrix elements are given by

1 9’V

~ Mim Bxkaxl

Hi = (14)

where my represents the mass of the kth degree of free-
dom with 3N the total number of degrees of freedom.
The eigenvalues of the mass-weighted Hessian matrix
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produce normal mode frequencies {wy}, i.e.
TTHT = A (15)

with A a diagonal matrix with the elements { (wp)?}
and T an orthogonal matrix. If M is the diagonal ‘mass
matrix’ with elements {m;}, then the mass-weighted nor-
mal mode coordinates and momenta (X, P) are given in
terms of the Cartesian variables (x, p) by

X =T'M'?x, (16)
P=T'M"/?p, (17)

and
AX = TTM'?Ax. (18)

Equation (13) can be expressed as

H(x + Ax) = H (X + AX)
1 T T 1 T
~ PP+ V (X) + AXTF+ - AXT) AX
(19)

with F as the first-derivative in the mass-weighted normal
mode coordinates

F=T'M1/? v ) (20)
0x

By virtue of the fact that

(x— &%| e |x+ &%) mQu) .,
e Py T [_ 202p (Ax)]
21)

for the one-dimensional harmonic case which was imple-
mented in LHA by Shi and Geva [141], it is straight-
forward to show the Wigner function of the Boltzmann

operator e #H is given by
Py (x.P) = (x| e " |x)

3N ( B )1/2 [ (D) }
X _— exp | —p ,
L\ 2rQo 2Q ()

(22)

where u, = Bhwy, P is the kth component of the mass-
weighted normal mode momenta P (in Equation (17))
and the quantum correction factor with the LGA ansatz
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proposed by Liu and Miller [58] for both real and imagi-
nary frequencies is given by

u/2
b (/D) w2 for real u
Qu) = 1 tanh (u;/2) for i . ( ) :
= or imaginary u (u = iu;
Q) w2 sy

(23)

In terms of the phase space variables (x, p), Equation
(22) thus becomes

pea: LGA (X ) _ ( _51:[ 18 3N/2 q 1/2
p) = (le M () [det Mgy, ()]

B _
X exp [— EPTMth}ermp (24)

with the thermal mass matrix Mherm given by

Mtherm

(x) = M~V2TQ(u)'TTM~1/2 (25)

and the diagonal matrix Q(u) = diag{Q(uy)}.
The explicit form of the LSC-IVR correlation function
(Equation (9)) with the LGA is thus given by

LSC—IVR
Cip )

1 N
. / dx (xo) € x,)

3N 8 1/2
<o (segi) o]+

X fa (%o, po) B (X, pr)

|

2Q (uk)
(26)

where

|A/S |X0 + AX) 1Ax ‘Po/h

fa (%0, po) /dA

(xo| e=FH |Xo)
_ Ax| —BH
/dA Xo \e |X0 +5 > iAxT-po/h
Xo| e P Ix,)

(27)

is a function depending on the operator AP The pro-
cedure for implementing the LSC-IVR (LGA) [58] is
described as follows:

(1) Use PIMD to simulate the system in thermal equi-
librium. In this paper, we employ the generally
applicable ‘middle’ thermostat scheme for PIMD
[48,49]. It improves over the conventional PIMD
algorithms on the sampling efficiency of the path
integral beads by about an order of magnitude
for general systems. It should be stressed that the
‘middle’ thermostat scheme can be combined with

other techniques (ring polymer contraction [45],
colour noise methods [46,47]) to gain even more
efficiency.

At specific time steps in PIMD, randomly select
one path integral bead as the initial configura-
tion x, for the real-time dynamics. Diagonalise
the mass-weighted Hessian matrix of the potential
surface to obtain the local normal mode frequen-
cies (i.e. Equation (15)).

The LGA produces the Gaussian distri-
bution for mass-weighted normal mode
momenta [T, (8/2mQ(ux))"/* exp[—B (Pox)?/
(2Q(ux))], which is used to sample the initial
Cartesian momenta py = M/?>T P, for a real-
time trajectory.

2)

)

(4) Run the real-time classical trajectory (with
constant energy) from the phase space
point (Xp,po) and estimate the property

fa(Xo, Po)B(Xt (X0, Po), P (X0, Po)) for the corre-
sponding time correlation function.

Repeat Steps (2)—(4) and sum the property
fa(Xo, Po)B(Xt (X0, Po), Pt (X0, o)) for all real-
time classical trajectories until a converged result
is reached.

©)

It should be stressed that no approximation for the
potential energy surface is made in Step (1) (sampling the
beads) and Step (4) (the real-time dynamics of trajecto-
ries).

3. Raman spectrum and
polarisability-derivative correlation function

It is straightforward to verify the relation

~B i A an

AKubo = ,B_h I:Av € ﬂH] (28)

and the Taylor expansion
dA (x)
Ax+Ax)=AKX)+ 3 - Ax
X
1 . PA(x) 5
+5Ax R -Ax—i—O(Ax).
(29)

For the LSC-IVR (LGA) formulation (Equation (26)),
one can obtain

i (50:) B (. )
()

aOliso
aX()

M 1

~ therm

(%0) P0:| diso (X1, Pe)  (30)



for <&iso (0)&150 (t) ) Kubo and

fA (X07 PO) B (Xtv Pt)
~ Tr (%Y x0)po | B (xe,pr)} (1)
9o therm X0) Po t) Pt

for  (Tr[BO)B(H)])kwo. In  Equation  (31),
(83/3X0)TMthirm(X0)P0 is a 3 x 3 matrix whose ele-
ments are

)
() ion]
1]
9Bij
= (K;) therm (XO) Po (

Note that the collective polarisability @ may be so
complicated that the analytical form for its derivative
is too tedious to obtain. On the other hand, it involves
much effort to use the finite difference to numeri-
cally evaluate the derivative over the coordinate dot/9xg
when the total number of the degrees of freedom of
the system is large. It is thus difficult to directly cal-
culate elther ("“‘”)TM (Xo)po in Equation (30) or

[( gﬁ ) Mtherm (X0)Po] in Equation (31). To efficiently esti-
mate the term we introduce a numerical trick by using the
equality:

{x, 2 z}) . (32)

therm

SMthermP 0)

oy 8000+ eMyepo) — g (%0
e—>0 2¢e
(33)

Here, g is a coordinate-dependent function (e.g. &, aiso
or [3) Equation (33) suggests that a good estimator for

( T £)TM! poisoffered by the finite difference along the

therm
direction of the vector M;llrm (X0)pos i.e.
ag ! -1
(8_x0> Mthermpo
800t eMynpo) — 8 (50 — M) o
2¢ ’

where ¢ represents a small enough (positive) number
to guarantee the numerical convergence ¢ should be
adjusted as the vector My . po varies. A reasonable
choice of ¢ could be

_ 8x
Ve

therm

(35)
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where §x is a (positive) constant parameter dependent on
the system and ||Mthermp0 || represents the length (i.e. L*
norm) of the vector Mthermpo'

Similarly, one has

fA (XO’ PO) B (Xls pt) ~ diSO (X01 pO) diso (Xl‘9 pt) (36)

for the real part of (&iso (0)&150 (t))sta and
fa (x0. po) B (x pr) & Tr [ B (0. po) B (xe. 1) | (37)

for the real part of (Tr[[.S(O)[.ﬂ(t)])std. It is easy to verify
that Equations (30) and (31) involve O(Ax?) in accuracy
of Equation (29) while Equations (36) and (37) involve
only O(Ax?) in accuracy of Equation (29). We then use
Kubo-transformed correlation functions in the simula-
tions in the paper. That is, Equation (26) with Equations
(30) and (31) for the LSC-IVR correlation functions
and then Equations (7) and (8) for the isotropic and
anisotropic Raman spectra.

4. Results and discussions

4.1. Simulation details

The LSC-IVR simulation was carried outat T = 298.15K
for both liquid water and heavy water. The density of
liquid water and that of heavy water are 0.997 and
1.1045 g - cm ™, respectively. The system was simulated
with 216 H,O or D,0O molecules in a box with periodic
boundary conditions. The charge—charge, charge-dipole
and dipole-dipole interactions were treated using Ewald
summation, while the repulsion-dispersion forces and
the electrostatic interactions including quadrupoles were
cut off from 9.0 to 9.1 A with the smoothing function
described in the Appendix of Ref. [115]. Staging PIMD
was performed with Np = 48 beads for the NVT ensem-
ble (i.e. the canonical ensemble, where N is the num-
ber of particles, V the volume and T the temperature).
The Langevin thermostat in the ‘middle’ scheme [48-
50] with a time step of At = 0.1 fs (the time step size
At = 0.7 fs is already small enough to obtain fully con-
verged PIMD results with 48 beads) was implemented for
propagating the PIMD trajectories. The initial configu-
rations of the classical trajectories were obtained by ran-
domly selecting one of the path integral beads every 0.1
psin the imaginary time propagation of PIMD. Each clas-
sical trajectory in the LSC-IVR was propagated up to 1 ps.
For the real-time dynamics in the LSC-IVR, the velocity-
Verlet algorithm was employed with a time step of At =
0.1 fs. This small time step guarantees the accuracy of the
polarisability-derivative &(t) by using the finite differ-
ence [ox(t + At) — ax(t — At)]/2At along the real-time
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Figure 1. The normalised local normal frequency distribution of
liquid water at T = 298.15 K using the POLI2VS model.

trajectory. We use 8x = 10~°A for the finite difference in
Equation (35) for obtaining the converged result for the
Kubo-transformed correlation function. In each simula-
tion 12,000 such trajectories were used for evaluating the
correlation functions. (24,000 trajectories were used for
the LSC-IVR results in Figures 2-4).

Similarly, the classical correlation functions were
obtained by propagating 32 classical (constant energy)
trajectories with the initial conditions sampled from the
classical NVT ensemble. Each trajectory was propagated
up to 250 ps. Time averaging was employed for comput-
ing the correlation functions along the classical NVE tra-
jectory.

When O-H bond lengths or H-O-H bond angles were
constrained, we implemented the RATTLE algorithm
[150,151] in PIMD and in the LSC-IVR for quantum sim-
ulations and did so in MD for classical simulations. When
the two O-H bond lengths of each water molecule were
constrained, the values were fixed at 0.917 A — the optimal
O-H bond length for a water monomer. When the H-O-
H bond angle of each water molecule was constrained, its
value was fixed at 104.508° — the optimal H-O-H bond
angle for a water monomer.

4.2. Results and discussions

4.2.1. Raman spectra of liquid water at 298.15 K
We first investigate the isotropic and anisotropic Raman
spectra of liquid water at 298.15 K using the POLI2VS

water force field. Figure 1 compares the density dis-
tribution of local normal mode frequencies of quan-
tum configurations sampled from PIMD to that obtained
from the classical canonical ensemble. Even at room
temperature, about 16% of local normal mode frequen-
cies generated by PIMD are imaginary, with more than
6% in the ‘deep tunnelling’ imaginary frequency regime
(Bhlw| = ). In contrast, about 12% of local frequencies
generated by classical MD are imaginary, with only 0.7%
access the ‘deep tunnelling’ imaginary frequency regime.
Figure 1 demonstrates that the quantum and classical
results are close to each other in the hindered motion
region (0-400 cm™!). It is then expected that quan-
tum Raman spectra are not much different from classi-
cal results in this low-frequency region (0-400 cm™).
Interestingly, considerable quantum effects appear in
from the high-frequency region of the librational motion
to the intermediate regime between the librational and
bending bands, which arises from the increase of the
librational frequency caused by the elongation of O-H
bonds in PIMD configurations. The quantum density is
slightly lower than the classical one in the bending region
(~1750 cm™!). Figure 1 demonstrates that the classical
density almost vanishes but the quantum density is much
higher in the intermediate region between the bending
and stretching bands (2000-2600 cm™'). This hints that
significant nuclear quantum effects are involved in this
region and that classical MD may miss important peaks
in the experimental spectrum. The quantum density of
stretching frequencies is broad, while the classical result
is much narrower and blue-shifted. We then expect that
the stretching band in the classical Raman spectra may
be considerably narrower and blue-shifted from that pro-
duced by the quantum simulation or that measured in
experiment.

Figure 2(a) shows the comparison of the LSC-IVR
polarisability-derivative correlation function to the clas-
sical one for the isotropic Raman spectrum, while
Figure 2(b) does so for the anisotropic Raman spectrum.
In either panel of Figure 2 the LSC-IVR predicts a more
rapid decay of the amplitude and longer oscillation peri-
ods of the relevant polarisability-derivative correlation
function than is suggested by the MD simulation. The
anisotropic polarisability-derivative correlation function
decays slightly faster than the isotropic one. The former
(Figure 2(b)) decays to zero within 200 fs and the latter
(Figure 2(a)) does so within 250 fs. This indicates that
the Raman spectroscopy of liquid water is connected to
ultra-fast dynamics, where the LSC-IVR describes quan-
tum dynamics reasonably well.

Figure 3 shows the LSC-IVR isotropic Raman spec-
trum of liquid water at 298.15 K in comparison to
the classical result as well as to the experimental data
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reported in Ref. [76]. Figure 4 does so for the anisotropic
Raman spectrum. In either of Figure 3 and Figure 4 the
intensity is normalised to its maximum value. (This is
also the case for any other spectra throughout the paper.)
We first consider the frequency region below 1000 cm ™.
Although the LSC-IVR and MD show a qualitatively cor-
rect picture in the librational region (below 1000 cm™')
of the isotropic Raman spectrum (Figure 3(a)), they
demonstrate poor results in the same region of the
anisotropic Raman spectrum (Figure 4(a)). When
Hasegawa and Tanimura developed the POLI2VS force
field, charge fluctuations between the water molecules
were not implemented in the water model, which leads
to an inaccurate description for low-frequency Raman
modes [112,115]. This can be consistently improved
by taking care of intramolecular charge flow effects,

intermolecular charge transfer effects and intermolecular
dipole-induced-dipole effects in the polarisability func-
tion of the POLI2VS force field [112]. The revPBE0-D3
DFT functional [107] or the MB-pol water force field
[103,105] seems to work reasonably well in the low-
frequency region [40,42]. It will be interesting in future
to use the LSC-IVR with an improved version of the
POLI2VS, the revPBE0-D3 functional or the MB-pol
water force field to study low-frequency Raman modes
for liquid water.

We then focus on the frequency region that is greater
than 1000 cm™!, where the POLI2VS force field is
expected to be reasonable. First consider the Raman
modes between 1000 and 2500 cm™', where much
information is available. The LSC-IVR shows more sat-
isfactory agreement with experiment than MD for the
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Figure 3. The isotropic Raman spectrum of liquid water at 298.15 K using the POLI2VS model. The experimental results are adapted from
Ref. [76]. (a) The low-frequency region. The relative intensity is magnified by a factor of 25. (b) The high-frequency region.

H-O-H bending band. The peak position of the H-
O-H bending band produced by the LSC-IVR is blue-
shifted by ~62 cm™! from experiment in the isotropic
Raman spectrum and by ~71 cm™! in the anisotropic
Raman spectrum, while that for MD is blue-shifted by
~87 cm™! in the isotropic spectrum and by ~107 cm™!
in the anisotropic spectrum (as shown in Figures 3(a) and
4(a)). Both the relative intensity and the structure of the
spectrum are better reproduced by the LSC-IVR than by
MD in the intermediate region between the librational
and bending bands (1000-1500 cm™!) and also in the
intermediate region between the bending and stretch-
ing bands (1800-2500 cm™). For instance, Figure 3(a)
shows that in the isotropic Raman spectrum the shoul-
der around 1351 cm™! and the peak around 2061 cm™!
are well captured by the LSC-IVR but completely absent
in the classical MD results. This suggests that signifi-
cant nuclear quantum effects exist in these intermedi-
ate regions, which is consistent with our previous study
on liquid water [33]. The peak around 2061 cm™! in
the isotropic Raman spectrum (in Figure 3(a)) was usu-
ally assigned to a combination of the bending mode
and the librational mode, the counterpart of which
is around 2110 cm™! in the anisotropic Raman spec-
trum (in Figure 4(a)). We will shortly examine whether
the conventional assignment is reasonable by selectively
freezing the bending or stretching mode in the sim-
ulation. The LSC-IVR with the POLI2VS water force
field is able to semi-quantitatively describe the Raman
peak. For comparison, CMD with the revPBE0-D3

functional [107] is also able to capture the Raman
peak [42], but CMD with the MB-pol water force field
[103,105] completely misses it in the anisotropic Raman
spectrum [40]. It will be interesting to systematically
investigate whether other quantum dynamics methods
with the MB-pol water force field [103,105] faithfully
describes the combination of the bending mode and the
librational mode in the Raman spectroscopy of liquid
water.

We then study the Raman modes in the high-
frequency region - the O-H stretching band. The
peak position of the O-H stretching band pro-
duced by the LSC-IVR is blue-shifted by ~25 cm™!
from the experimental result in the isotropic Raman
spectrum (Figure 3(b)) and by ~74 cm™' in the
anisotropic Raman spectrum (Figure 4(b)), while that
yielded by classical MD is blue-shifted by ~153 cm™!
from experiment in the isotropic Raman spectrum
(Figure 3(b)) and by ~174 cm™! in the anisotropic
Raman spectrum (Figure 4(b)). In experiment, the full
width at half maximum (FWHM) of the O-H stretching
band is ~416 cm™! in the isotropic Raman spectrum
(Figure 3(b)) and ~325 cm™! in the anisotropic Raman
spectrum (Figure 4(b)). The LSC-IVR agrees well with
experiment - the LSC-IVR FWHM is ~415 cm™!
in the isotropic Raman spectrum (Figure 3(b)) and
~342 cm™! in the anisotropic Raman spectrum
(Figure 4(b,c)). In contrast, the FWHM produced by
classical MD is ~269 cm™! in the isotropic Raman spec-
trum (Figure 3(b)) and ~247 cm™! in the anisotropic
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Raman spectrum (Figure 4(b,c)), which is significantly
narrower than the corresponding experimental value.

It is encouraging to see in Figure 3(b) that the LSC-
IVR reproduces two peaks in the O-H stretching band
in the experimental isotropic Raman spectrum. The peak
at ~3252 cm™! has long been suspected to be contributed
from the bending mode overtone and its Fermi resonance
with the stretching mode, which has a relatively higher
intensity than the peak of stretching mode (~3384 cm™)

at room temperature. In contrast, the classical MD simu-
lation only demonstrates one peak for room temperature
liquid water, which is not even qualitatively correct. This
indicates that quantum dynamical effects are decisive in
the O-H stretching band of the isotropic Raman spec-
trum. The feature in the experimental isotropic Raman
spectrum, however, is captured by neither CMD nor
RPMD simulations [42] with the revPBE0-D3 functional
[107]. Such a feature is also not distinct in the MD or
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CMD isotropic Raman spectrum (for room temperature
liquid water) [152] with the MB-pol water force field
[103,105].

To better understand the Raman modes in the fre-
quency region 1000-4000 cm™! of liquid water, we pro-
pose two types of computer ‘experiments. One is to
freeze the intramolecular O-H stretching mode, the other
is to freeze the intramolecular H-O-H bending mode.
The two types of computer experiments will provide
insights on the interplay of the O-H stretching mode (or
the H-O-H bending mode) and other intra- and inter-
molecular modes.

4.2.2. Raman spectra of liquid water with constrained
intramolecular O-H bond lengths

When the O-H bond length of each water molecule is
fixed at its optimal value for a monomer in the simula-
tion, Panel (a) of Figure 5 compares the normalised classi-
cal and LSC-IVR isotropic polarisability-derivative auto-
correlation functions, and Panel (b) of Figure 5 does so for
the anisotropic polarisability-derivative auto-correlation
functions. Their Fourier transforms lead to the isotropic
Raman spectrum in Figure 6 and the anisotropic one in
Figure 7. (In both figures the experimental results and the
Raman spectra yielded without any constraints are plot-
ted for comparison.) As expected to be a consequence of
the constrained dynamics, the stretching band vanishes in
both the isotropic and anisotropic Raman spectra. When
the O-H bond length is fixed, the peak of the bending
band is blue-shifted by ~48 cm ™! in the isotropic Raman
spectrum and by ~34 cm™! in the anisotropic Raman
spectrum. This suggests that the Raman excitation energy
in the bending band of liquid water is lowered by the
coupling between the stretching mode and the bending
mode.

Interestingly, the intensity of the intermediate region
(2000-2400 cm™!) between the stretching and bending
bands almost disappears in the isotropic Raman spec-
trum (as shown in Figure 6(a)), which indicates that the
peak of this intermediate region in the isotropic Raman
spectrum is mostly caused by the interaction between the
stretching motion and other types of motions. In contrast,
the intensity of intermediate region (2000-2400 cm™!) is
greatly diminished but the peak is still noticeable in the
anisotropic Raman spectrum (as shown in Figure 7(a)).
This suggests that a substantial part of the signal in the
intermediate region (2000-2400 cm™!) in the anisotropic
Raman spectrum involves contributions from other com-
bined motions that are independent of the stretching
mode, for instance, from the combination of the bend-
ing mode and the librational mode. We will verify this by
freezing the bending motion.

As shown in Figures 6 and 7, when the stretching
motion is frozen, the intensity in the low-frequency
region (below 1000 cm ™) is significantly weakened in the
isotropic Raman spectrum but does not change much in
the anisotropic Raman spectrum. Because the POLI2VS
force field does not describe this low-frequency region
consistently well, it will be necessary to investigate this
with other accurate water force fields or electronic struc-
ture methods to obtain more insights.

Comparisons of the corresponding classical spectra in
Figures 6(c,d) and 7(c,d) lead to similar observations. The
intensity in the intermediated region (2000-2400 cm™')
between the bending and stretching bands in the classical
isotropic Raman spectrum mainly arises from the inter-
play of the stretching motion and other types of motions.
Classical MD also predicts that a considerable portion of
the peak of this intermediated region (2000-2400 cm™')
in the anisotropic Raman spectrum should be irrelevant
to the stretching motion.

4.2.3. Raman spectra of liquid water with constrained
intramolecular H-O-H bond angles

We then fix the H-O-H bond angle of each water
molecule at its optimal value for a monomer in the sim-
ulation of liquid water. When such a type of constrained
dynamics is applied, Panel (a) (or (b)) of Figure 8 com-
pares the normalised classical and LSC-IVR isotropic
(or anisotropic) polarisability-derivative auto-correlation
functions. Their Fourier transforms produce the isotropic
Raman spectrum in Figure 9 and the anisotropic one
in Figure 10. In both figures the experimental data and
the Raman spectra generated without any constraints are
also shown for comparison. As expected when the bend-
ing motion is frozen, the bending peak in the isotropic
Raman spectrum (~1625 cm™!) disappears, so does
the bending peak in the anisotropic Raman spectrum
(~1644 cm™").

Figures 9(a) and 10(a) show that the peak in the inter-
mediate region between the bending and stretching bands
almost vanishes in the isotropic and anisotropic Raman
spectra when we freeze the bending mode. It may then
be concluded from Figures 6(a) and 9(a) that the peak
in this intermediate region in the isotropic Raman spec-
trum mainly arises from the interplay of the stretching
motion and the bending motion. In contrast, Figures 7(a)
and 10(a) suggest that a substantial part of the peak in
this intermediate region of the anisotropic Raman spec-
trum should be attributed to the combined motion of the
bending mode and the librational mode.

Figure 9(b) demonstrates that only one peak
appears in the stretching band of the isotropic Raman
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Figure 5. Same as Figure 2, but for liquid water with constrained O-H bond lengths at T = 298.15 K using the POLI2VS model.

spectrum when the bending mode is frozen. For compari-
son, two peaks arise when no constraints are applied. This
indicates the attribution of the peak at 3230-3260 cm™!
in the isotropic Raman spectrum to the bending mode
overtone and its Fermi resonance with the stretching
mode. In contrast to the isotropic Raman spectrum,
the anisotropic Raman spectrum (in Figure 10(b))
displays little changes when we freeze the bending
mode. This hints that the bending motion has little
effect on the stretching band of the anisotropic Raman
spectrum.

When the H-O-H bending motion is frozen, the
intensity in the librational region (below 1000 cm™!) is
reduced in the isotropic Raman spectrum (Figure 9(a))
but does not change much in the anisotropic Raman spec-
trum (Figure 10(a)). This is similar to the variations in the
two types of Raman spectra when the O-H bond length

is fixed. Figures 6(a), 7(a), 9(a) and 10(a) then indicate
that in the isotropic Raman spectrum the low-frequency
region involves considerable coupling effects between
intermolecular modes and intramolecular (bending and
stretching) modes, while such coupling effects between
intermolecular and intramolecular motions are much less
noticeable in the low-frequency region of the anisotropic
Raman spectrum.

Similarly, Figure 9(c,d) compares the original classical
Raman isotropic spectrum to the one with constrained
intramolecular H-O-H angles, while Figure 10(c,d) does
so for the classical Raman anisotropic spectrum. Classi-
cal MD also suggests that the bending motion has little
effect on the stretching band of the anisotropic Raman
spectrum but significantly influences the lower frequency
region of the stretching band of the isotropic Raman
spectrum. One may see from Figures 7(c) and 10(c) that
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Figure 6. The isotropic Raman spectrum of liquid water with constrained O-H bond lengths at 298.15 K using the POLI2VS model. The
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a considerable portion of the peak in the intermedi-
ated region (2000-2400 cm™!) between the bending and
stretching bands in the classical anisotropic Raman spec-
trum is also attributed to the combination of the bending
and librational modes.

4.2.4. Raman spectra of heavy water at 298.15 K

To investigate isotope effects in the Raman spectroscopy,
we study pure liquid heavy water at 298.15 K using
the POLI2VS water force field. Figure 11 shows the
density distribution of local normal mode frequencies
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Figure 7. Same as Figure 6, but for the anisotropic Raman spectrum. The relative intensity in Panel (a) or (c) is magnified by a factor of 15.

of quantum configurations sampled from PIMD. The
classical density distribution is plotted for comparison.
The comparison in Figure 11 for heavy water is simi-
lar to that in Figure 1 for liquid water. In heavy water at
room temperature, about 15% of local frequencies yielded
by PIMD are imaginary, with more than 6% in the ‘deep
tunnelling’ imaginary frequency regime (Sh|w| > 7). In
contrast, about 12% of local frequencies produced by

classical MD are imaginary, with only 0.06% access the
‘deep tunnelling’ imaginary frequency regime.

Figure 12(a) compares the LSC-IVR polarisability-
derivative correlation function to the classical one for
the isotropic Raman spectrum of heavy water, while
Figure 12(b) does so for the anisotropic Raman spec-
trum. Similar to Figure 2, in either panel of Figure 12 the
LSC-IVR predicts a more rapid decay of the
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Figure 8. Same as Figure 2, but for liquid water with constrained H-O-H bond angles at T = 298.15 K using the POLI2VS model.

amplitude and longer oscillation periods of the rel-
evant polarisability-derivative ~correlation function
than is suggested by the classical MD simulation. The
anisotropic polarisability-derivative correlation function
(Figure 12(b)) decays to zero within 250 fs and the
isotropic one (Figure 12(a)) does so within 300 fs, either
of which for heavy water decays less rapidly than its
counterpart for liquid water.

Figure 13 compares the LSC-IVR isotropic Raman
spectrum of heavy water at 298.15 K to the classical result
as well as to the experimental data [76]. Figure 14 does
so for the anisotropic Raman spectrum. We first consider
the frequency region below 700 cm™!. Although the LSC-
IVR and classical MD demonstrate a qualitatively correct
picture in the librational region (below 700 cm™!) of the
isotropic Raman spectrum (Figure 13(a)), they produce
poor results in the same region of the anisotropic Raman

spectrum (Figure 14(a)). The POLI2VS force field does
not faithfully describe this region in the Raman spec-
troscopy of heavy water, similar to what we have dis-
cussed on the liquid water results.

We then focus on the Raman modes between 700 cm™
and the O-D stretching band. The LSC-IVR shows more
satisfactory agreement with experiment than MD for the
D-0-D bending band. The peak position of the D-
O-D bending band produced by the LSC-IVR is blue-
shifted by ~35 cm™! from experiment in the isotropic
Raman spectrum and by ~50 cm™! in the anisotropic
Raman spectrum, while that for MD is blue-shifted by
~53 cm™! in the isotropic spectrum and by ~73 cm™!
in the anisotropic spectrum (as shown in Figures 13(a)
and 14(a)). Both the relative intensity and the struc-
ture of the spectrum are better reproduced by the LSC-
IVR than by MD in the intermediate region between the

1
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Figure 9. Same as Figure 6, but for liquid water with constrained H-O-H bond angles at T = 298.15 K using the POLI2VS model.

librational and bending bands (700-1100 cm™') and
also in the intermediate region between the bending
and stretching bands (1300-2000 cm™'). For instance,
Figure 13(a) shows that in the isotropic Raman spectrum
the small peak around 786 cm™! and the three peaks
around 1444, 1687 and 1856 cm ™! are semi-quantitatively
captured by the LSC-IVR (although the peak positions
and shapes are not perfectly reproduced) while these
peaks are completely absent in the classical MD simula-
tion. It implies that nuclear quantum dynamical effects

are decisive in the Raman modes of these intermediate
regions.

It is also expected that abundant quantum dynami-
cal effects exist in the Raman modes of the O-D stretch-
ing band. The peak position of the O-D stretching band
produced by the LSC-IVR is blue-shifted by ~3 cm™!
from the experimental result in the isotropic spectrum
(Figure 13(b)) and by ~50 cm™! in the anisotropic spec-
trum (Figure 14(b)), while that yielded by classical MD
is blue-shifted by ~77 cm™' from experiment in the
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Figure 10. Same as Figure 7, but for liquid water with constrained H-O-H bond angles at T = 298.15 K using the POLI2VS model.

isotropic spectrum (Figure 13(b)) and by ~111 cm™! in
the anisotropic spectrum (Figure 14(b)). In experiment,
the FWHM of the O-D stretching band is ~247 cm™!
in the isotropic spectrum (Figure 13(b)) and ~291 cm™!
in the anisotropic spectrum (Figure 14(b)). The LSC-
IVR agrees reasonably well with experiment - the LSC-
IVR FWHM is ~214 cm™! in the isotropic spectrum
(Figure 13(b)) and ~260 cm™! in the anisotropic spec-
trum (Figure 14(b,c)). In contrast, the FWHM produced

by classical MD is ~174 cm™! in the isotropic spectrum

(Figure 13(b)) and ~243 cm™! in the anisotropic spec-
trum (Figure 14(b,c)). While Figure 13(b) shows that
the peak at ~2384 cm™! of the experimental isotropic
Raman spectrum is well reproduced by the LSC-IVR,
the relative intensity of the shoulder in the higher fre-
quency region of the stretching band (~2476 cm™')
yielded by the LSC-IVR is noticeable but not as distinct as
the experimental result. In the anisotropic Raman spec-
trum (Figure 14(b,c)) the LSC-IVR yields a noticeable
shoulder (~2384 cm™) in the lower frequency region of
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Figure 11. Same as Figure 1, but for heavy water at T = 298.15K
using the POLI2VS model.

the O-D stretching band, although it is less distinguish-
able than the experimental result. In contrast, such shoul-
ders are completely absent in the classical isotropic and
anisotropic Raman spectra of heavy water.
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5. Conclusion remarks

The Raman spectroscopy offers a powerful tool to
probe structure and dynamics of liquid water. Because
the polarisability is a function of the instantaneous
charge density and its response with respect to the elec-
tric field, the polarisability or polarisability-derivative is
often a highly nonlinear function of coordinates or/and
momenta. To study quantum dynamical effects in the
Raman spectroscopy of liquid water it is then crucial to
employ a good approximate quantum approach that is
able to treat nonlinear operators well. Since the typical
time scales related to the isotropic and anisotropic Raman
spectra of liquid water are about 200-300 fs (relatively
short), the inherent physical decay of this condensed
phase system compensates the intrinsic unphysical decay
of the LSC-IVR methodology. These suggest that the
LSC-IVR can reasonably describe quantum dynamical
effects in the isotropic and anisotropic Raman spectra of
liquid water.

Our investigation verifies that abundant quan-
tum dynamical effects exist in the stretching band of
either of the isotropic and anisotropic Raman spectra.
The LSC-IVR greatly improves over classical MD in
reproducing both the peak position and lineshape of the
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Figure 12. Same as Figure 2, but for heavy water at T = 298.15 K using the POLI2VS model.
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Figure 13. Same as Figure 3, but for heavy water at T = 298.15 K using the POLI2VS model. The relative intensity in the low-frequency

region (Panel (a)) is magnified by a factor of 20.

experimental result. It is indeed encouraging that the
LSC-IVR captures the two distinct peaks in the O-H
stretching band of the isotropic Raman spectrum. In
contrast, classical MD fails to present a qualitatively
correct picture. This indicates that quantum dynamical
effects play a critical role in describing the isotropic
Raman modes in the stretching band.

Comparisons between the LSC-IVR and classical MD
Raman spectra reveal that significant quantum dynami-
cal effects also exist in the intermediate region between
the librational and bending bands as well as in the inter-
mediate region between the bending and stretching bands
of the isotropic and anisotropic Raman spectra of liquid
water (or heavy water) under ambient conditions. Quan-
tum dynamical effects even play a decisive role in the two
intermediate regions of the isotropic Raman spectrum -
the peaks in these intermediate regions are well described
in the LSC-IVR result but completely absent in the classi-
cal MD simulation of either liquid water or heavy water.

By selectively freezing either the intramolecular
stretching mode or the intramolecular bending mode, we
have first proposed two types of computer ‘experiments’
to shed light on the Raman modes in the frequency region
1000-4000 cm ™! of liquid water. The two types of com-
puter ‘experiments’ show that the coupling between the
bending and stretching modes makes the bending band
red-shifted and the stretching band blue-shifted. Such
coupling is the source of the double-peak feature in the
stretching band of the isotropic Raman spectrum, while
it has very limited influence in the stretching band of the

anisotropic Raman spectrum. It is confirmed that a sub-
stantial part of the peak in the intermediate region (2000-
2400 cm™!) of the anisotropic Raman spectrum should
be attributed to the combined motion of the bending and
librational modes. More interestingly, it is suggested that
the peak in the intermediate region (2000-2400 cm™!) of
the isotropic Raman spectrum arises from the interplay
of the stretching motion and the bending motion instead.

In the present paper, we employ the POLI2VS
water force field [115] to investigate the isotropic and
anisotropic Raman spectra. Although the POLI2VS
does not offer a satisfactory description for the low-
frequency librational band as expected [115] (which may
be consistently improved [112]), it does lead to rea-
sonable and consistent quantum/semiclassical results for
Raman modes in the higher frequency region (above
~1000 cm™! for liquid water and above ~700 cm™' for
heavy water). The strategies that we use in the paper may
be applied to study Raman spectra (or other types of
vibrational spectra) of liquid water with other ab initio-
based force fields [25,95-106,109,110,113] or ab initio
calculations [107,108,111,153]. For example, it will be
interesting in future to simulate the Raman spectroscopy
of liquid water by using the LSC-IVR with the revPBEO-
D3 DEFT functional [107], MB-pol water force field
[103,105,113,114] or other promising PES/DMS/PTS for
liquid water. It is expected that more accurate and
consistent PES/DMS/PTS will lead to more reliable sim-
ulation results. It should also be stressed that an accurate
representation of the underlying (Born-Oppenheimer)
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Figure 14. Same as Figure 4, but for heavy water at T = 298.15 K using the POLI2VS model. The relative intensity in the low-frequency

region (Panel (a)) is magnified by a factor of 10.

potential energy surface that reproduces structural and
thermodynamic properties does not necessarily have a
rigorous description of the linear IR and third-order
Raman responses of the same system [40,115,154]. It is
then crucial to employ quantum dynamics methods to
test the accuracy of the PES/DMS/PTS for comparison to
experiment.

Finally, we note that the numerical trick that we intro-
duce in Equations (33) and (34) is generally useful for the

LSC-IVR to calculate other correlation functions involv-
ing scalar, vector or tensor operators. As demonstrated for
the Raman spectrum, we avoid calculating the derivative
of the polarisability tensor over coordinates in Equations
(30) and (31) by using the finite difference along the direc-
tion of a related vector. It greatly simplifies the part where
the initial condition is involved in computing the LSC-
IVR correlation function. It is also expected the strategy
in Equations (33) and (34) will be useful for such as path
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integral Liouville dynamics for evaluating the correlation
function [155-157].
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