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Molecular dynamics with the stochastic process provides a convenient way to compute struc-
tural and thermodynamic properties of chemical, biological, and materials systems. It is
demonstrated that the virtual dynamics case that we proposed for the Langevin equation [J.
Chem. Phys. 147, 184104 (2017)] in principle exists in other types of stochastic thermostats
as well. The recommended “middle” scheme [J. Chem. Phys. 147, 034109 (2017)] of the An-
dersen thermostat is investigated as an example. As shown by both analytic and numerical
results, while the real and virtual dynamics cases approach the same plateau of the charac-
teristic correlation time in the high collision frequency limit, the accuracy and efficiency of
sampling are relatively insensitive to the value of the collision frequency in a broad range.
After we compare the behaviors of the Andersen thermostat to those of Langevin dynam-
ics, a heuristic schematic representation is proposed for understanding efficient stochastic
thermostatting processes with molecular dynamics.

Key words: Stochastic process, Thermostat, Molecular dynamics, Virtual dynamics, An-
dersen thermostat, Canonical ensemble

I. INTRODUCTION

Molecular dynamics (MD) coupled with the stochas-
tic process has offered a powerful tool for investigat-
ing structural and thermodynamic properties for such
as the canonical ensemble, where the number of par-
ticles (N), the volume (V ), and the temperature (T )
are constant. (3N is the total number of degrees of
freedom, which becomes one when a one-dimensional
one-particle system is considered.) The stochastic pro-
cess [1−3] serves as a type of thermostatting method to
control the temperature of the system. Some prevail-
ing stochastic processes include Langevin dynamics, the
Andersen thermostat [4], etc. Because the time interval
of MD is often finite in a computer simulation, the un-
derlying numerical algorithm for MD with the stochas-
tic process affects not only the accuracy but also the
efficiency of the sampling (of the ensemble).

Langevin dynamics is a type of stochastic thermostat
for MD for sampling constant temperature ensembles.
Its equations of motion are described by the Langevin
equation [5]

dxt=M−1ptdt (1)
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dpt=−∇xtU(xt)dt− γptdt+ σM1/2dWt (2)

where M is the diagonal “mass matrix” with elements
{mj}, and pt and xt are the momentum and coordinate
vectors, respectively, Wt is a vector of 3N -dimensional
independentWiener processes, γ is often a diagonal fric-
tion matrix with positive elements, and σ=

√
2/βγ1/2

(The inverse temperature β=1/kBT with kB as the
Boltzmann constant). Here and in the following a func-
tion F of time t (F (t)) is also denoted as Ft for abbrevi-
ation. The relation between the matrix σ and the fric-
tion matrix γ is defined by the fluctuation-dissipation
theorem. This leads to the Boltzmann distribution
e−βH(x,p) as the stationary state for Eqs. (1) and (2),
where H(x,p) is the (time-independent) Hamiltonian
of the system

H = pTM−1p/2 + U (x) (3)

In the literature various numerical algorithms were
proposed to use Langevin dynamics to obtain the
desired Boltzmann distribution. Leimkuhler and
Matthews have recently compared a few numerical algo-
rithms for Langevin dynamics in the high friction limit
[6−8] for their performances in accuracy. In a more
recent paper we have given a comprehensive study on
various Langevin dynamics algorithms for the sampling
efficiency as well as the accuracy in a broad range of
the value of the friction coefficient [9]. In addition to
the real dynamics case in the conventional theoretical
framework of the Langevin equation, it is shown that
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virtual dynamics—a type of discrete evolution that may
not correspond to a continuous, real dynamical counter-
part of the equations of motion—is also able to yield the
desired stationary distribution [9]. When the time in-
terval ∆t is finite, the characteristic correlation time (of
the potential or of the Hamiltonian) of such as the “mid-
dle” scheme of Langevin dynamics reaches the same
plateau for both real and virtual dynamics in the high
friction limit. Define the step number τ/∆t as the char-
acteristic correlation time τ divided by the finite time
interval ∆t. The larger the time interval ∆t is, the
smaller the step number of the value of the plateau is.
This suggests that the result will be relatively insen-
sitive to the value of the friction coefficient in a wide
range.

The unified theoretical framework proposed in
Ref.[10] indicates that these conclusions (for Langevin
dynamics) can be applied to other stochastic processes
for thermostats. In the paper, we use the Andersen
thermostat [4, 10] as an example. The paper is or-
ganized as follows: Section II briefly reviews the real
and virtual dynamics cases of the Langevin thermostat
[9]. In Section III we suggest that the Andersen ther-
mostat also has the virtual dynamics case. In addi-
tion, we employ the phase space propagator approach
[9] to derive the characteristic correlation time for the
1-dimensional harmonic systems for both the real and
virtual dynamics cases of the Andersen thermostat. We
focus the analysis on the “middle” scheme throughout
the paper, since it is recommended for configurational
sampling via molecular dynamics for the canonical en-
semble [9, 10]. If accurate phase space sampling is nec-
essary, we may use the “middle” scheme to obtain the
marginal distribution of the configuration (the coordi-
nate) while sampling the Gaussian momentum distri-
bution (the Maxwell distribution) by Monte Carlo [9].
While Section IV compares the analytic results on the
characteristic correlation time of the Andersen thermo-
stat to those of Langevin dynamics, Section V presents
several typical numerical examples to verify the conclu-
sions obtained from the analytic analysis (of the har-
monic system). Conclusion remarks are given in Sec-
tion VI. A schematic representation is presented in the
appendices.

A uniform time interval (or step size) ∆t will be
adopted throughout the paper.

II. THE “MIDDLE” SCHEME FOR LANGEVIN
DYNAMICS

A. Real and virtual dynamics cases

The Fokker-Planck equation [5] (or the forward Kol-
mogorov equation) for Langevin dynamics is

∂

∂t
ρ=−

(
M−1p

)
· ∇xρ+∇xU(x) · ∇pρ+(γ∇p) · (pρ)

+

(
1

2
σ2M∇p

)
· ∇pρ (4)

We may recast Eq.(4) as ∂ρ/∂t=Lρ with the relevant
Kolmogorov operator

Lρ=−
(
M−1p

)
· ∇xρ+∇xU(x) · ∇pρ+∇p · (γpρ)

+
1

β
∇p · (γM∇pρ) (5)

It is straightforward to show that the Boltzmann dis-
tribution e−βH(x,p) is a stationary state [9] for

∂ρ/∂t = Lρ = 0 (6)

The strategy to design numerical algorithms is based
on the repartition of Eqs. (1) and (2) as demonstrated
in Section III of Ref.[9]. We will focus on the “middle”
scheme as it is the most efficient one. Consider the
repartition of Eqs. (1) and (2)[

dxt
dpt

]
=

[
M−1pt

0

]
dt︸ ︷︷ ︸

x

+

[
0

−∇xtU(xt)

]
dt︸ ︷︷ ︸

p

+

[
0

−γptdt+ σM1/2dWt

]
︸ ︷︷ ︸

T

(7)

Suppose that the system starts with (x(t),p(t)) at
time t. The two solutions corresponding to the first
and second terms in the RHS of Eq.(7), respectively,
are given by[

x(t+∆t)
p(t+∆t)

]
=

[
x(t) +M−1p(t)∆t

p(t)

]
(8)

[
x(t+∆t)
p(t+∆t)

]
=

[
x(t)

p(t)− ∇U(x)|x=x(t) ∆t

]
(9)

The third term is the Ornstein-Uhlenbeck (OU) pro-
cess. The update relation of this term reads as[
x(t+∆t)
p(t+∆t)

]
= x(t)

e−γ∆tp(t) +

√
1

β
M1/2

(
1− e−2γ∆t

)1/2
η(t,∆t)

(10)
Here and in the following 1 denotes the unit ma-
trix with a suitable dimension obvious in the context.
η (t,∆t) for a fixed time t is a standard-Gaussian-
random-number vector with zero mean

⟨η (t,∆t)⟩ = 0 (11)

and diagonal deviation matrix⟨
η(t,∆t)ηT (t,∆t)

⟩
= 1 (12)

Note that η(t,∆t) is different for each time step.
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The phase space propagators for the three terms
(Eqs.(8)−(10)) are denoted as eLx∆t, eLp∆t, and eLT∆t,
respectively. That is, the relevant Kolmogorov opera-
tors are

Lxρ = −
(
M−1p

)
· ∇xρ (13)

Lpρ = ∇xU(x) · ∇pρ (14)

LT ρ = ∇p · (γpρ) +
1

β
∇p · (γM∇pρ) (15)

where ρ is a density distribution in the phase space.
Integration over time in ∂ρ/∂t=LT ρ from Eq.(15) for
the OU process, one may verify that

eLT∆tρ (x,p) =

(
β

2π

)N/2 ∣∣M (
1− e−2γ∆t

)∣∣−1/2

·
∫

dp0ρ (x,p0) exp

[
−β
2

(
p− e−γ∆tp0

)T
·M−1

(
1− e−2γ∆t

)−1 (
p− e−γ∆tp0

)]
(16)

It is straightforward to show that the OU process keeps
the Maxwell momentum distribution unchanged, i.e.,

eLT∆t exp

{
−β
[
1

2
pTM−1p

]}
= exp

{
−β
[
1

2
pTM−1p

]}
(17)

As we have demonstrated in Section IV-A of Ref.[9], re-

placing e−γ∆t by −e−γ∆t and e−nγ∆t by
(
−e−γ∆t

)n
for

any integer n in Eq.(10) do not change the Maxwell mo-
mentum distribution, which also satisfies Eq.(17). That
is, Eq.(10) becomes[
x(t+∆t)
p(t+∆t)

]
= x(t)

−e−γ∆tp(t)+

√
1

β
M1/2

(
1−e−2γ∆t

)1/2
η(t,∆t)

(18)
which presents another solution to the OU process (the
third term in Eq.(7)), albeit not a physical solution.
This is the virtual dynamics case that we obtained in

Ref.[9]. We use eL
vir
T ∆t to denote the phase space prop-

agator for Eq.(18). Eq.(16) then becomes

eL
vir
T ∆tρ (x,p) =

(
β

2π

)N/2 ∣∣M (
1− e−2γ∆t

)∣∣−1/2

·
∫

dp0ρ (x,p0) exp

[
−β
2

(
p+ e−γ∆tp0

)T
·M−1(1− e−2γ∆t)−1(p+ e−γ∆tp0)

]
(19)

Note that the phase space propagator eL
vir
T ∆t in the vir-

tual dynamics case also keeps the Maxwell momentum

distribution unchanged, i.e.,

eL
vir
T ∆t exp

{
−β
[
1

2
pTM−1p

]}
= exp

{
−β
[
1

2
pTM−1p

]}
(20)

B. “Middle” scheme

Different splitting orders for Eq.(7) lead to different
algorithms. The “middle” scheme [9] employs

eL∆t ≈ eL
Middle∆t

= eLp∆t/2eLx∆t/2eL
(real/vir)
T ∆teLx∆t/2 ·

eLp∆t/2 (21)

in which eL
(real/vir)
T ∆t represents either the real dynamics

case eLT∆t or the virtual dynamics case eL
vir
T ∆t. It is

easy to verify that the virtual dynamics case in Eq.(21)
leads to the desired Boltzmann distribution. While an
efficient Langevin thermostat algorithm proposed by
Leimkuhler and Matthews [6] is only the real dynam-
ics case of the “middle” scheme, our recent work [9]
includes both real and virtual dynamics cases of the
“middle” scheme. Interestingly, although an efficient
Langevin dynamics algorithm was originally proposed
by Grønbech-Jensen and Farago without employing the
Lie-Trotter splitting [11], we proved that it is equivalent
to the “middle” scheme of Langevin dynamics. That is,
the theoretical framework that Eq.(21) offers [9] nat-
urally unites Grønbech-Jensen and Farago’s work [11]
and the progress by using the Lie-Trotter splitting [6−8,
10, 12, 13].

In Section IV of Ref.[9] we have shown two
approaches—the trajectory-based approach by directly
solving the discrete equations of motion and the phase
space propagator approach—to obtain the stationary
state distribution of the “middle” scheme

ρMiddle (x, p)=
1

ZN
exp

{
−β

[
1

2
pT
(
M−Mω2∆t

2

4

)−1

p

+
1

2
(x− xeq)T Mω2 (x− xeq)

]}
(22)

where ZN is the normalization constant, for the one-
dimensional harmonic system

U(x) =
1

2
(x− xeq)T Mω2 (x− xeq) (23)

where xeq is a constant. The stationary configurational
distribution is exact in the harmonic limit. Note that
both the real and virtual dynamics cases lead to the
same stationary state distribution.

Our recent work [10] indicates that the phase space

propagator eL
(real/vir)
T ∆t may represent other thermostat
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processes rather than the real/virtual dynamics cases of
Langevin dynamics. We will use the Andersen thermo-
stat for the demonstration.

III. ANDERSEN THERMOSTAT

A. Real and virtual dynamics cases

1. Real dynamics case

The Andersen thermostat [4] is a type of thermostat
that employs the stochastic coupling to impose the de-
sired temperature in the MD simulation. In the Ander-
sen thermostat, each particle of the system stochasti-
cally collides with a fictitious heat bath, and once the
collision occurs, the momentum of this particle is chosen
afresh from the Maxwell-Boltzmann momentum distri-
bution. Times between collisions with the heat bath are
selected from a Poisson distribution, i.e., the probabil-
ity distribution is P (t; ν)=νe−νt, where the collision
frequency ν specifies the coupling strength between the
particle and the heat bath. Between stochastic colli-
sions, the propagation of the MD trajectory is at con-
stant energy according to the Hamilton equations of
motion or the Newtonian laws of motion. The collision
step in the algorithm is often described as “Randomly
select a number of particles to undergo a collision with
the heat bath. The probability that a particle is se-
lected in the time interval ∆t is ν∆t (more accurately,
1−e−ν∆t). If particle j is selected, its new momentum
is reselected from a Maxwell momentum distribution at
the desired temperature T , while all other particles are
unaffected by this collision.” [14].

Note that the explicit form for the collision step at a
time interval ∆t can be expressed as

p(j) ←
√

1

β
M

1/2
j θj ,

(
j = 1, N

)
(24)

if µj<ν∆t
(
or more precisely µj< 1− e−ν∆t

)
Here p(j) is the 3-dimensional momentum vector and
Mj is the 3×3 diagonal mass matrix for particle j.
µj is a uniformly distributed random number in the
range (0,1), which is different for each particle (j=
1, N), and each time when Eq.(24) is invoked. θj is

a 3-dimensional vector. Its element θ
(i)
j (t) is an in-

dependent Gaussian-distributed random number with
zero mean and unit variance, which is different for each
of three degrees of freedom (i.e., x, y, or z) in the 3-
dimensional space (i=1, 2, 3) , each particle (j=1, N),
and each invocation of Eq.(24).

As we have shown in Ref.[10], the Kolmogorov oper-
ator for the Andersen thermostat satisfies

Lρ = ν

[
ρMB (p)

∫ ∞

−∞
ρ (x,p) dp− ρ (x,p)

]
−(

M−1p
)
· ∇xρ+∇xU(x) · ∇pρ (25)

Here ρMB (p) is the Maxwell (or Maxwell-Boltzmann)
momentum distribution

ρMB (p) =

(
β

2π

)3N/2

|M|−1/2
exp

[
−β
2
pTM−1p

]
(26)

It is straightforward to show that the Boltzmann distri-
bution e−βH(x,p) is a stationary state solution to Eq.(6)
with the full Kolmogorov operator given by Eq.(25).
i.e., the Andersen thermostat is able to generate the
canonical ensemble (if ergodicity is guaranteed), a well-
known statement from Refs.[3, 4, 14].

Use eLT∆t to represent the phase space propagator
for the thermostat step at a time interval ∆t. Prop-
agation of the density distribution in the phase space
ρ≡ρ (x,p, t) for the collision process can be character-
ized by the forward Kolmogorov equation

∂ρ

∂t
= LT ρ

= ν

[
ρMB (p)

∫ ∞

−∞
ρ (x,p, t) dp−ρ (x,p, t)

]
(27)

Integration over time in Eq.(27) leads to

eLT∆tρ =
(
1− e−ν∆t

)
ρMB (p)

∫ ∞

−∞
ρ (x,p) dp

+e−ν∆tρ (x,p) (28)

It is much more convenient to use Eq.(27) or Eq.(28) to
present the analytic analysis for the Andersen thermo-
stat. Note that when ν∆t is small, an approximation
of Eq.(28) yields

eLT∆tρ= ν∆tρMB (p)

∫ ∞

−∞
ρ (x,p) dp

+(1− ν∆t) ρ (x,p) (29)

which corresponds to the conventional description for
the collision step in the Andersen thermostat [4, 14].

2. Virtual dynamics case

The Andersen thermostat also has the virtual dynam-
ics case. Consider the collision step in the Andersen
thermostat described as follows,

Randomly select a number of particles to undergo a
collision with the heat bath. The probability that a
particle is selected in the time interval ∆t is 1−e−ν∆t.
If particle j is selected, its new momentum is reselected
from a Maxwell momentum distribution at the desired
temperature T . Otherwise, the new momentum of par-
ticle j takes the negative of its original value.

Note that the explicit form for the collision step at a
time interval ∆t may be expressed as

p(j)←
√

1

β
M

1/2
j θj , if µj< 1− e−ν∆t

p(j)←−p(j), otherwise

(j=1, N
)
(30)
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Here p(j), Mj , and θj have been defined in Eq.(24).

Use eL
vir
T ∆t to represent the phase space propagator

for the thermostat step at a time interval ∆t in the
virtual dynamics case described above. Propagation of
the density distribution in the phase space ρ≡ρ (x,p)
for the collision process can be characterized by

eL
vir
T ∆tρ =

(
1− e−ν∆t

)
ρMB (p)

∫ ∞

−∞
ρ (x,p) dp

+e−ν∆tρ (x,−p) (31)

For comparison, the phase space propagator eLT∆t (for
the thermostat step at a time interval ∆t) in the real
dynamics case [10] leads to Eq.(28). Both the real and
virtual dynamics cases of the Andersen thermostat sat-
isfy the relation

eL
(real/vir)
T ∆t exp

{
−β
[
1

2
pTM−1p

]}
= exp

{
−β
[
1

2
pTM−1p

]}
(32)

That is, the stationary distribution with a finite time
interval ∆t recovers the correct Boltzmann distribution
in the free particle limit. This is a criterion for a good
thermostat.

It is trivial to employ the phase space propagator ap-
proach in Appendix A of Ref.[10] and in Section IV of
Ref.[9] to prove that both the real and virtual dynamics
cases of the Andersen thermostat share the same sta-
tionary distribution (Eq.(22)) for the harmonic system
when the “middle” scheme is employed.

B. Characteristic correlation time in the harmonic limit

The sampling efficiency can be measured by the char-
acteristic correlation time [9]. For example, the poten-
tial energy autocorrelation function is defined as

Cpot(t)=

⟨
[U (x(t))−⟨U (x)⟩] [U (x(0))−⟨U (x)⟩]

⟩
⟨
[U (x)− ⟨U (x)⟩]2

⟩ (33)

The bracket ⟨ ⟩ of Eq.(33) denotes the phase space av-
erage of the Boltzmann distribution. The characteristic
correlation time for the potential correlation function is
then given by

τpot =

∫ ∞

0

Cpot(t)dt (34)

The smaller τpot is, the more efficiently the thermostat-
ting method explores the potential energy surface and
samples the configurational space.

When the time interval ∆t is finite, the potential en-
ergy autocorrelation function (Eq.(33)) is expressed as

Cpot(n∆t) =
⟨U(n∆t)U(0)⟩ − ⟨U⟩2

⟨U2⟩ − ⟨U⟩2
(35)

The bracket ⟨ ⟩ of Eq.(35) denotes the phase space av-
erage of the stationary density distribution when the
finite time interval ∆t is used. Its characteristic corre-
lation time then becomes

τpot = ∆t
∞∑
n=0

Cpot(n∆t) (36)

Or the step number of its characteristic correlation
time is

τpot
/
∆t =

∞∑
n=0

Cpot(n∆t) (37)

Similarly, we can define the Hamiltonian autocorrela-
tion function CHam(n∆t) and its characteristic correla-
tion time (for the finite time interval ∆t) τHam.

1. Infinitesimal time interval

It is easy to follow Section V-A of Ref.[9] and Ap-
pendix B of Ref.[10] to derive τpot and τHam for the
one-dimensional harmonic system (Eq.(23)) when the
time interval is infinitesimal. The characteristic corre-
lation time of the potential energy for an infinitesimal
time interval for the Andersen thermostat is

τAndersen
pot =

1

2

(
2

ν
+

ν

ω2

)
(38)

for which the optimal value of the collision frequency is

νoptpot =
√
2ω (39)

which produces the minimum characteristic correlation
time

τAndersen,min
pot =

√
2

ω
(40)

Analogously, we may obtain the characteristic correla-
tion time of the Hamiltonian for an infinitesimal time
interval for the Andersen thermostat

τAndersen
Ham =

2

ν
+

ν

4ω2
(41)

for which the optimal value of the collision frequency is

νoptHam = 2
√
2ω (42)

which yields the minimum characteristic correlation
time

τAndersen,min
Ham =

√
2

ω
(43)
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2. Finite time interval

In Section V-B-1 of Ref.[9] we have shown how to use
the phase space propagator approach to derive the char-
acteristic correlation time of the potential and that of
the Hamiltonian for the “middle” scheme of Langevin
dynamics. The same approach can be employed to
obtain the results for the Andersen thermostat in the
“middle” scheme.

(a) Real dynamics case in the middle scheme
The relevant Kolmogorov operators in Eq.(21) for the

Andersen thermostat for the one-dimensional harmonic
system (Eq.(23)) become

Lxρ=−
p

M

∂ρ

∂x
(44)

Lpρ=Mω2 (x− xeq)
∂ρ

∂p
(45)

LT ρ= ν

[
ρMB (p)

∫ ∞

−∞
ρ (x, p) dp− ρ (x, p)

]
(46)

We define the conditional densities

ρn,0 (x, p) ≡ ρ (x, p;n∆t |x0, p0; 0 )
=
(
eL

Middle∆t
)n

δ (x− x0) δ (p− p0)
ρn,1 (x, p) ≡ eLp∆t/2ρn,0 (x, p)
ρn,2 (x, p) ≡ eLx∆t/2ρn,1 (x, p)
ρn,3 (x, p) ≡ eLT∆tρn,2 (x, p)
ρn,4 (x, p) ≡ eLx∆t/2ρn,3 (x, p)

(47)

which lead to

ρn+1,0 (x, p) = eLp∆t/2ρn,4 (x, p) (48)

Although the explicit expression of
ρn,i (x, p)

(
i = 0, 4

)
is difficult to obtain, we directly

analyze the displacement squared autocorrelation
function⟨

(x0 − xeq)2 (xn − xeq)2
⟩
i
=∫

ρ0 (x0, p0) ρn,i (x, p) (x0−xeq)2 (x−xeq)2 dx0dp0dxdp(
i = 0, 4

)
(49)

When the “middle” scheme is employed, the initial
distribution ρ0 (x0, p0) is the stationary distribution
(Eq.(22)) for the one-dimensional harmonic system
(Eq.(23)).

Following the strategy in Section V-B-1 of Ref.[9], we
may show

χn,1 = G1χn,0 (50)

χn,2 = G2χn,1 (51)

χn,3 = G3χn,2 + g (52)

χn,4 = G2χn,3 (53)

χn+1,0 = G1χn,4 (54)

where

χn,i =

{⟨
(x0 − xeq)2 (xn − xeq)2

⟩
i
,⟨

(x0 − xeq)2 (xn − xeq) pn
⟩
i
,⟨

(x0 − xeq)2 p2n
⟩
i

}T

,

(i = 0, 4) (55)

G1 =


1 0 0

−Mω2∆t

2
1 0

M2ω4∆t
2

4
−Mω2∆t 1

 (56)

G2 =


1

∆t

M

∆t2

4M2

0 1
∆t

2M

0 0 1

 (57)

G3 =

 1 0 0
0 e−ν∆t 0
0 0 e−ν∆t

 (58)

g =

(
0, 0,

1− e−ν∆t

β2ω2

)T
(59)

Substituting Eqs.(50)−(53) into Eq.(54), we obtain

χn+1,0 = G1G2G3G2G1χn,0 +G1G2g (60)

A more compact form of Eq.(60) is

χn+1,0 = Ḡχn,0 + ḡ (61)

with

Ḡ = G1G2G3G2G1 (62)

and

ḡ = G1G2g (63)

When n goes to infinity, ρn,0 (x, p) approaches the sta-
tionary distribution, i.e.,

ρn,0 (x, p) →
1

ZN
exp

{
−β

[
p2

2M

(
1− ω2∆t2

4

)−1

+
1

2
Mω2 (x− xeq)2

]}
(64)
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Then it is straightforward to verify

⟨
(x− xeq)2

⟩2
0⟨

(x− xeq)2
⟩
0
⟨(x− xeq) p⟩0⟨

(x− xeq)2
⟩
0

⟨
p2
⟩
0


= χ∞,0

=
(
1− Ḡ

)−1
ḡ

=

 1

β2M2ω4
, 0,

1− ω2∆t2

4
β2ω2


T

(65)

and

χ0,0 −
(
1− Ḡ

)−1
ḡ

= χ0,0 − χ∞,0

=



⟨
(x− xeq)4

⟩
0
−
⟨
(x− xeq)2

⟩2
0⟨

(x− xeq)3 p
⟩
0
−
⟨
(x− xeq)2

⟩
0
⟨(x− xeq) p⟩0⟨

(x− xeq)2 p2
⟩
0
−
⟨
(x− xeq)2

⟩
0

⟨
p2
⟩
0


=

(
2

β2M2ω4
, 0, 0

)T
(66)

Rearranging Eq.(61) leads to

χn+1,0 −
(
1− Ḡ

)−1
ḡ = Ḡ

[
χn,0 −

(
1− Ḡ

)−1
ḡ
]
(67)

The recursion formula Eq.(67) leads to

χn,0 −
(
1− Ḡ

)−1
ḡ = Ḡn

[
χ0,0 −

(
1− Ḡ

)−1
ḡ
]
(68)

Summing over n from 0 to infinity in both sides of
Eq.(68) produces

∞∑
n=0

[
χn,0 −

(
1− Ḡ

)−1
ḡ
]

=
(
1− Ḡ

)−1
[
χ0,0 −

(
1− Ḡ

)−1
ḡ
]

(69)

Substituting Eqs.(65) and (66) into Eq.(69), we obtain

∑∞

n=0

(⟨
(x0 − xeq)2 (xn − xeq)2

⟩
0
−
⟨
(x− xeq)2

⟩2
0

)
∑∞

n=0

(⟨
(x0 − xeq)2 (xn − xeq) pn

⟩
0
−
⟨
(x− xeq)2

⟩
0
⟨(x− xeq) p⟩0

)
∞∑
n=0

(⟨
(x0 − xeq)2 p2n

⟩
0
−
⟨
(x− xeq)2

⟩
0

⟨
p2
⟩
0

)

 =
(
1− Ḡ

)−1


2

β2M2ω4

0
0

 (70)

The characteristic correlation time of the potential

for a finite time interval ∆t (Eqs. (35) and (36)) is

τpot = ∆t
∞∑
n=0

⟨
(x0 − xeq)2 (xn−xeq)2

⟩
0
−
⟨
(x−xeq)2

⟩2
0⟨

(x−xeq)4
⟩
0
−
⟨
(x−xeq)2

⟩2
0

(71)

Eqs. (65), (70), and (71) lead to

τAndersen−real
pot =

[(
1− Ḡ

)−1
]
11

∆t (72)

Here
[(
1− Ḡ

)−1
]
11

represents the element in the 1st

row and 1st column of the matrix
(
1− Ḡ

)−1
. Substi-

tuting Eqs.(56)−(58) and (62) into Eq.(72) yields the
explicit form

τAndersen-real
pot =(

1− e−ν∆t
)2

+
(
3 + 6e−ν∆t − e−2ν∆t

)(ω∆t
2

)2

ω2∆t
(
1 + e−ν∆t

) (
1− e−ν∆t

) (73)

Interestingly, Eq.(73) indicates

τAndersen-real
pot

ν→0+→ ∞ (74)

τAndersen-real
pot

ν→∞→
1 + 3

(
ω∆t

2

)2

ω2∆t
(75)

Eq.(74) holds for both an infinitesimal time interval and
a finite one. While in the limit ν→∞ for an infinitesimal
time interval the characteristic correlation time of the
potential is infinite, that for a finite time interval is,
however, a constant. The optimal collision frequency
for Eq.(73) is

νAndersen-real,opt
pot =

1

∆t
ln

(
4 + ω2∆t2 + 2

√
2ω∆t

√
4− ω2∆t2

4− 3ω2∆t2

)
(when ω∆t <

2√
3
)

(76)

such that the characteristic correlation time reaches the
minimum value

τAndersen-real,min
pot =

A

B
(77)
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A=∆t
[
−6ω4∆t4 + ω2∆t2

(
16− 3

√
2ω∆t

√
4− ω2∆t2

)
+4
(
8 + 5

√
2ω∆t

√
4− ω2∆t2

)]
B=−8ω4∆t4 + 2ω2∆t2

(
16 +

√
2ω∆t

√
4− ω2∆t2

)
+8
√
2ω∆t

√
4− ω2∆t2

As ∆t→0, Eq.(73), Eq.(76), and Eq.(77) approach
Eq.(38), Eq.(39), and Eq.(40), respectively.

Similarly, the characteristic correlation time of the
Hamiltonian for a finite time interval ∆t for the “mid-
dle” scheme may be shown as

τAndersen−real
Ham =

C̃

D̃
(78)

C̃ =
(
1− e−ν∆t

)2
+
(
9 + 22e−ν∆t + e−2ν∆t

)(ω∆t
2

)2

−
(
9 + 22e−ν∆t + e−2ν∆t

)(ω∆t
2

)4

+
(
3 + 6e−ν∆t − e−2ν∆t

)(ω∆t
2

)6

D̃=ω2∆t
(
1 + e−ν∆t

) (
1− e−ν∆t

)
·

[(
1− ω2∆t2

4

)2

+ 1

]
Eq.(78) leads to

τAndersen-real
Ham

ν→0+→ ∞ (79)

τAndersen-real
Ham

ν→∞→

1 + 9

(
ω∆t

2

)2

− 9

(
ω∆t

2

)4

+ 3

(
ω∆t

2

)6

ω2∆t

[(
1− ω2∆t2

4

)2

+ 1

] (80)

The characteristic correlation time of the Hamiltonian
in the limit ν→∞ for a finite time interval is also a
constant.

The optimal collision frequency for Eq.(78) is

νAndersen-real,opt
Ham =

1

∆t
ln
E

F
(81)

E=64 + 80ω2∆t2 − 20ω4∆t4 + ω6∆t6 + 2
√
2ω∆t

·
(
8− ω2∆t2

) (
4− ω2∆t2

)√
4− ω2∆t2

F =64− 176ω2∆t2 + 44ω4∆t4 − 3ω6∆t6

(when ω∆t < 0.634943)

such that the characteristic correlation time reaches the
minimum value

τAndersen-real,min
Ham =

φ1∆t

φ2
(82)

with

φ1 =6ω16∆t16 − 240ω14∆t14 + 4128ω12∆t12

−39424ω10∆t10 + 223744ω8∆t8 − 741376ω6∆t6

+1269760ω4∆t4 − 655360ω2∆t2 − 524288

+
(
3ω10∆t10 − 84ω8∆t8 + 944ω6∆t6

−5184ω4∆t4 + 14336ω2∆t2 − 18432
)√

2ω∆t

·
(
8− ω2∆t2

) (
4− ω2∆t2

)√
4− ω2∆t2 (83)

φ2 =32

[(
1− ω2∆t2

4

)2

+ 1

][
4ω12∆t12

−112ω10∆t10 + 1216ω8∆t8 − 6400ω6∆t6

+16384ω4∆t4 − 16384ω2∆t2 + (−ω6∆t6

+20ω4∆t4 − 80ω2∆t2 − 64) ·
√
2ω∆t

·
(
8− ω2∆t2

) (
4− ω2∆t2

)
·
√
4− ω2∆t2

]
(84)

As ∆t→0, Eq.(78), Eq.(81), and Eq.(82) approach
Eq.(41), Eq.(42), and Eq.(43), respectively.

(b) Virtual dynamics case in the middle scheme
Using the phase space propagator for the virtual dy-

namics version eL
vir
T ∆t in the “middle” scheme (Eq.(21))

leads to the “middle (vir)” scheme

eL
Middle(vir)∆t=eLp∆t/2eLx∆t/2eL

vir
T ∆teLx∆t/2eLp∆t/2

(85)

Note that Eq.(22) is also the stationary density distri-
bution for the virtual dynamics case “middle (vir)” for
the harmonic system.

Similar to Eq.(47), we have

ρn,0 (x, p) ≡ ρ (x, p;n∆t |x0, p0; 0 )
=
(
eL

Middle(vir)∆t
)n

δ (x− x0) δ (p− p0)
ρn,1 (x, p) ≡ eLp∆t/2ρn,0 (x, p)

ρn,2 (x, p) ≡ eLx∆t/2ρn,1 (x, p)

ρn,3 (x, p) ≡ eL
vir
T ∆tρn,2 (x, p)

ρn,4 (x, p) ≡ eLx∆t/2ρn,3 (x, p)

(86)

which lead to

ρn+1,0 (x, p) = eLp∆t/2ρn,4 (x, p) (87)

We define χi,n in the same way as in the real dynamics
case (Eq.(55)). Analogously, we can verify

χn,1 = G1χn,0
χn,2 = G2χn,1
χn,3 = G′

3χn,2 + g

χn,4 = G2χn,3
χn+1,0 = G1χn,4

(88)
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with G1, G2 and g defined in Eq.(56), Eq.(57), and
Eq.(59), respectively, and

G′
3 =

 1 0 0

0 −e−ν∆t 0

0 0 e−ν∆t

 (89)

Eq.(88) leads to

χn+1,0 = Ḡ′χn,0 + ḡ (90)

with Ḡ′=G1G2G
′
3G2G1 and ḡ=G1G2g. Following

the same procedure as in the real dynamics case, the
characteristic correlation time of the potential for “mid-
dle (vir)” may be shown as

τAndersen−vir
pot =

[(
1− Ḡ′)−1

]
11

∆t

=

(
1+e−ν∆t

)
+
(
3− e−ν∆t

)(ω∆t
2

)2

ω2∆t (1− e−ν∆t)
(91)

Similarly, we obtain the characteristic correlation
time of the Hamiltonian for “middle (vir)”

τAndersen−vir
Ham =

H

I
(92)

H =
(
1 + e−ν∆t

)
+
(
9 + e−ν∆t

)(ω∆t
2

)2

−

(
9 + e−ν∆t

)(ω∆t
2

)4

+
(
3− e−ν∆t

)(ω∆t
2

)6

I =ω2∆t
(
1− e−ν∆t

) [(
1− ω2∆t2

4

)2

+ 1

]

In the virtual dynamics case of the “middle” scheme,
the characteristic correlation time of either the poten-
tial or the Hamiltonian monotonically decreases as the
frequency ν increases. It is easy to show

τAndersen-vir
pot − τAndersen-real

pot =

4e−ν∆t
(
1− ω2∆t2

4

)
ω2∆t (1 + e−ν∆t) (1− e−ν∆t)

> 0 (93)

τAndersen -vir
Ham − τAndersen-real

Ham =

4e−ν∆t
(
1− ω2∆t2

4

)3

ω2∆t (1 + e−ν∆t) (1− e−ν∆t)

[(
1− ω2∆t2

4

)2

+ 1

]
> 0 (94)

i.e., τAndersen-vir
pot >τAndersen-real

pot and τAndersen - vir
Ham >

τAndersen−real
Ham when the collision frequency ν is finite.

The characteristic correlation time for the virtual dy-
namics case is always larger than that for the real dy-
namics case. (ω∆t<2 is always satisfied in the stable
region. See Appendix B.)

Interestingly, for a finite time interval ∆t we have

τAndersen-vir
pot

ν→∞→
1 + 3

(
ω∆t

2

)2

ω2∆t
(95)

τAndersen-vir
Ham

ν→∞→

1 + 9

(
ω∆t

2

)2

− 9

(
ω∆t

2

)4

+ 3

(
ω∆t

2

)6

ω2∆t


[
1−

(
ω∆t

2

)2
]2

+ 1


(96)

That is, as ν→∞ the characteristic correlation time for
the virtual dynamics case approaches the same limit as
that for the real dynamics case does.

In the limit ν→0+ the characteristic correlation time
approach infinity, regardless of whether the real or vir-
tual dynamics case of the Andersen thermostat is em-
ployed for a finite time interval ∆t.

IV. COMPARISON BETWEEN LANGEVIN DYNAMICS
AND THE ANDERSEN THERMOSTAT IN THE
“MIDDLE” SCHEME FOR THE HARMONIC SYSTEM

In Appendix A the results on the characteristic cor-
relation time for Langevin dynamics in the “middle”
scheme [9] are briefly reviewed. It is suggested in
Ref.[10] and in Appendix A that the collision frequency

ν and
√
2 times of the friction coefficient are two compa-

rable parameters, i.e., Eq.(A7). Define a new parameter

ξ = ν =
√
2γ (97)

Regardless of the value of ξ , either of the Andersen
thermostat and Langevin dynamics yields the station-
ary state distribution Eq.(22) for a finite time inter-
val ∆t for the 1-dimensional harmonic system Eq.(23).
That is, the accuracy is irrelevant to the thermostat
parameter in the harmonic limit.

While FIG. 1 compares the Andersen thermostat to
Langevin dynamics on the behavior of the character-
istic correlation time of the potential as a function of
the parameter ξ defined in Eq.(97), FIG. 2 does so for
the characteristic correlation time of the Hamiltonian.
FIGs. 1 and 2 demonstrate that the real dynamics case
of Langevin dynamics always yields the smallest char-
acteristic correlation time. The ascendant order for the
value of the characteristic correlation time is

Langevin (real) < Andersen (real)

< Andersen (virtual) < Langevin (virtual) (98)
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when the time interval ∆t is relatively short. As ∆t in-
creases, the order is changed. When ∆t is large enough,
the ascendant order for the value of the characteristic
correlation time becomes

Langevin (real) < Langevin (virtual)

< Andersen (real) < Andersen (virtual) (99)

Interestingly, when the time interval ∆t is signif-
icantly large, the real dynamics case of the Ander-
sen thermostat may even lead to a larger characteris-
tic correlation time than the virtual dynamics case of
Langevin dynamics!

FIGs. 1 and 2 also show that Langevin dynamics and
the Andersen thermostat share the same plateau of the
characteristic correlation time in the high-friction/high-
collision-frequency limit. This is consistent with the
comparison of Eqs.(75), (80), (95), (96) for the An-
dersen thermostat to the corresponding results for
Langevin dynamics of Ref.[9] when the 1-dimensional
harmonic system is studied. When ν approaches in-
finity in the Andersen thermostat, the probability for
selecting a new momentum from the Maxwell momen-
tum distribution at the desired temperature T in the
collision step approaches 1. This is effectively the same
for the OU process of Langevin dynamics when γ ap-
proaches infinity. Hence, the characteristic correlation
time of the potential (or the Hamiltonian) in the limit
ν→∞ for the Andersen thermostat are expected to be
the same as that in the limit γ→∞ for Langevin dynam-
ics. The conclusion holds even for general anharmonic
systems.

As demonstrated in FIGs. 1 and 2, when ∆t is rel-
atively large the characteristic correlation time is then
relatively insensitive in a wide range of the thermostat
parameter ξ. Such a range for Langevin dynamics is
wider than that for the Andersen thermostat. The for-
mer also accesses relatively small values of the thermo-
stat parameter ξ, as shown in FIG. 1 (d) and (e) and
in FIG. 2 (c)−(e).

When the real dynamics case is employed, the opti-
mal friction coefficient that yields the minimum char-
acteristic correlation time is often a function of the
time interval ∆t. When the characteristic correlation
time monotonically decays as the friction coefficient in-
creases, the optimal friction coefficient becomes infinite.
FIG. 3 (a) and (c) show the minimum characteristic
correlation time as a function of the time interval ∆t.
Langevin dynamics and the Andersen thermostat are
comparable on the sampling efficiency when the opti-
mal thermostat parameters are used. FIG. 3 (b) and
(d) depict the optimal friction coefficient as a function
of the time interval ∆t. For the Andersen thermostat,
the characteristic correlation time of the potential as
a function of the collision frequency has a minimum

in the region ω∆t<
2√
3

(suggested by Eq.(76)), while

that of the Hamiltonian has a minimum only when

ω∆t<0.634943 (indicated by Eq.(81)). In contrast, the
characteristic correlation time of Langevin dynamics al-
ways has a minimum before the real dynamics breaks
down. When ∆t is fixed, comparing to the Andersen
thermostat, Langevin dynamics has a wider range of the
thermostat parameter ξ in which the sampling efficiency
is insensitive. This is consistent with our discussion on
FIGs. 1 and 2.

Although Langevin dynamics and the Andersen ther-
mostat share the same plateau in the high-friction/high-
collision-frequency limit, they lead to different minimal
characteristic correlation times. FIG. 4 demonstrates
the step number of the minimal characteristic correla-
tion time τmin

pot /∆t (or τ
min
Ham/∆t) or the step number of

the value of plateau τ ξ→∞
pot /∆t (or τ ξ→∞

Ham /∆t) as a func-
tion of the time interval ∆t. The step number of the
characteristic correlation time is more useful for describ-
ing the discrete evolution in the computer simulation.
As depicted in FIG. 4, the step number of the value of
the plateau monotonically decreases as the time inter-
val ∆t increases, so is the step number of the minimal
characteristic correlation time.

Analytic results for general anharmonic systems are
often difficult to obtain if not possible. To verify the
conclusions drawn from the analysis for the harmonic
system we do the investigation with several numerical
examples.

V. NUMERICAL EXAMPLES

A. Simulation details

We perform numerical simulations for the three typi-
cal anharmonic models of Ref.[9], for which the numer-
ical performance of the Andersen thermostat is com-
pared to that of Langevin dynamics.

The first model is the 1-dimensional quartic poten-
tial U(x)=x4/4 (with the mass m=1 and the inverse
temperature β=1). It contains no harmonic term and
then presents a challenging model for testing the perfor-
mance. We use the time intervals ∆t=0.3, 0.4, and 0.45
(unit: a.u.) for the accuracy of the result and ∆t=0.1,
0.3, and 0.4 (unit: a.u.) for the characteristic corre-
lation time to test how their behaviors vary with the
thermostat parameter.

In addition, two “real” molecular systems are inves-
tigated. The first example is a H2O molecule with the
accurate potential energy surface (PES) developed by
Partridge and Schwenke from extensive ab initio cal-
culations and experimental data [15]. As the explicit
form of the PES is available, that of the force may be
expressed. This model is a good example for coupled in-
tramolecular interactions. The MD simulations are per-
formed for T=100 K. While the time intervals ∆t=1.9,
2.2 and 2.4 (unit: fs) are used for testing the accuracy as
a function of the thermostat parameter, ∆t=0.24, 1.2,
2.4 (unit: fs) are employed for examining the behavior
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FIG. 1 Analytic results for the characteristic correlation time of the potential energy for the harmonic system (Eq.(23)). The
curves depict the equations that τpotω and ξ/ω satisfy for different parameters ω∆t. Here ξ stands for

√
2γ for Langevin

dynamics and ν for the Andersen thermostat. (a) For ω∆t→0+. (b) For ω∆t=0.2. (c) For ω∆t=0.634943. (d) For
ω∆t=2/

√
3. (e) For ω∆t=1.9. “Langevin-real” and “Andersen-real” represent the analytic results for the real dynamics

case of Langevin dynamics and that of the Andersen thermostat, respectively; “Langevin-vir” and “Andersen-vir” stand for
the analytic results for the virtual dynamics case of Langevin dynamics and that of the Andersen thermostat, respectively.

FIG. 2 Same as FIG.1, but for the characteristic correlation time of the Hamiltonian for the harmonic system (Eq.(23)).
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FIG. 3 Analytic results for both Langevin dynamics and the Andersen thermostat for the harmonic system (Eq.(23)).
(a) τmin

pot ω as a function of ω∆t, where τmin
pot is the minimum value of the characteristic correlation time of the potential. (b)

ξoptpot/ω as a function of ω∆t, where ξoptpot stands for
√
2γopt

pot for Langevin dynamics and νopt
pot for the Andersen thermostat.

Here γopt
pot is the optimal friction coefficient and νopt

pot is the optimal collision frequency for the characteristic correlation time
of the potential. Panels (c) and (d) are the same as panels (a) and (b), respectively, but for the characteristic correlation
time of the Hamiltonian.

FIG. 4 Analytic results for both Langevin dynamics and the Andersen thermostat for the harmonic system (Eq.(23)).
(a) τmin

pot /∆t as a function of ω∆t, where τmin
pot /∆t is the step number of the minimal characteristic correlation time of

the potential. (b) The same as panel (a), but for the step number of the minimal characteristic correlation time of the
Hamiltonian. (c) τξ→∞/∆t as a function of ω∆t, where τξ→∞ is the plateau value of the characteristic correlation time of
the potential or that of the Hamiltonian (Here ξ stands for

√
2γ for Langevin dynamics and ν for the Andersen thermostat),

and τ ξ→∞/∆t represents the step number of the value of the plateau.

of the characteristic correlation time as the thermostat
parameter varies. The collision frequency ν ranges from
4.1×10−3 fs−1 to 4.2×104 fs−1. After the system ap-
proaches equilibrium, 20 trajectories with each being

propagated up to 24 ns are used for estimating thermo-
dynamic properties (the average potential energy and
the thermal fluctuation of the potential are used as ex-
amples), the characteristic correlation time of the po-
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FIG. 5 Results for the average potential energy, the average Hamiltonian, the thermal fluctuation of the potential, and that
of the Hamiltonian of the 1-dimensional quartic potential U(x)=x4/4 at β=1 using different collision frequencies ν for the
Andersen thermostat. Panels (a) and (b) present the average potential energy and Hamiltonian, respectively. Panels (c)
and (d) show the thermal fluctuation of the potential energy and that of the Hamiltonian, respectively. Three time intervals
∆t=0.3, 0.4, and 0.45 are used. All the parameters are in atomic units (a.u.). “real-0.3” represents the results obtained by
real dynamics for ∆t=0.3; “vir-0.3” stands for those produced by virtual dynamics for ∆t=0.3; etc. Statistical error bars
are included.

tential energy, and that of the Hamiltonian.

The second example is (Ne)13, a Lennard-Jones (LJ)
cluster. The parameters of the system are described
in Ref.[16]. This model is a good example for cou-
pled intermolecular interactions. The simulations are
performed at T=14 K. The time intervals ∆t=20, 50
(unit: fs) are used for computing thermodynamic prop-
erties and characteristic correlation times. The colli-
sion frequency ranges from 10−5 fs−1 to 103 fs−1. After
equilibrating the system, we employ 20 trajectories with
each being propagated up to 500 ns for estimating the
average potential energy, the thermal fluctuation of the
potential, the characteristic correlation time of the po-
tential energy, and that of the Hamiltonian. We note
that it is difficult to equilibrate this system with the vir-
tual dynamics case of either the Andersen thermostat
or Langevin dynamics when the thermostat parameter
ξ is smaller than 10−2 fs−1.

For comparison, we also present the numerical results
yielded by Langevin dynamics for these three systems,
which are obtained from our earlier work [9].

B. Results and discussions

1. Performance of real and virtual dynamics cases of the
Andersen thermostat

(a) Dependency of the numerical accuracy on the col-
lision frequency

We investigate two coordinate-dependent
properties—the average potential energy ⟨U (x)⟩
and the thermal fluctuation of the potential√
⟨U (x)

2⟩ − ⟨U (x)⟩2, which indicate how the ac-

curacy of the configurational sampling depends on the
collision frequency.
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FIG. 6 Results for the average potential and the thermal fluctuation of the potential using different collision frequencies
ν (unit: fs−1) in the Andersen thermostat. Panels (a) and (b) for the H2O molecule, three time intervals ∆t=1.9, 2.2,
2.4 (unit: fs) are used. Panels (c) and (d) for the (Ne)13 cluster. Two time intervals ∆t=20, 50 (unit: fs) are used. (a)
and (c) display the average potential energy per atom ⟨U(x)⟩ / (NatomkB) (unit: Kelvin). (b) and (d) present the thermal

fluctuation of the potential per atom
√

⟨U2⟩ − ⟨U⟩2/(NatomkBT ). “real-1.9” stands for the results obtained by real dynamics

for ∆t=1.9 fs, “vir-1.9” represents those produced by virtual dynamics for ∆t=1.9 fs, etc. Statistical error bars are included.
For comparison the converged results are obtained from our previous work on Langevin dynamics [10], with the friction
coefficient (γ): (a) and (b) γ=0.68 fs−1, ∆t=0.24 fs for the H2O molecule, (c) and (d) γ=0.001 fs−1, ∆t=10 fs for the (Ne)13
cluster.

As shown in FIGs. 5 and 6 for the three typical sys-
tems, when the time interval ∆t is fixed the numerical
results reach a plateau as long as the collision frequency
is reasonably large. That is, the results are insensitive
to the collision frequency in a broad region, irrespective
of whether the real or virtual dynamics case is employed
in the Andersen thermostat. The value of the plateau
approaches the converged result as the time interval ∆t
decreases.

(b) Dependency of the characteristic correlation time
on the collision frequency

We then consider the characteristic correlation time
of the potential or that of the Hamiltonian, which rep-

resents the efficiency for sampling the configurational
space or the phase space. As shown in FIGs. 7 and 8,
regardless of whether the real or virtual dynamics case
is involved in the Andersen thermostat, the character-
istic correlation time goes to infinity as the collision
frequency approaches zero, while it gradually reaches a
plateau as the collision frequency approaches infinity.
Real and virtual dynamics share the same plateau in
the high collision frequency limit when the same time
interval is used. When the time interval ∆t is reason-
ably large without loss of much accuracy, the plateau
value of the characteristic correlation time is consider-
ably small, which indicates that it may be efficient and
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FIG. 7 Characteristic correlation time of the potential (a) and that of the Hamiltonian (b) for the Andersen thermostat for
the quartic system U(x)=x4/4. Three time intervals ∆t=0.1, 0.3, and 0.4 are used. All the parameters are in atomic units
(a.u.). Statistical error bars are included. Hollow symbols with dashed lines: numerical results for the virtual dynamics
case. Solid symbols: numerical results for the real dynamics case. “vir-0.1” represents the results for the virtual dynamics
case for ∆t=0.1; “real-0.1” stands for the results for the real dynamics case for ∆t=0.1; etc.

FIG. 8 Characteristic correlation time of the potential (a) and that of the Hamiltonian (b) for the Andersen thermostat for
the H2O molecule at 100 K. (c) and (d) are the same as (a) and (b), but for the (Ne)13 cluster at 14 K. Two time intervals
∆t=0.24, 1.2 (unit: fs) are used for the H2O molecule in (a)-(b), while those used for the (Ne)13 cluster at 14 K are ∆t=20,
50 (unit: fs). The unit of all the parameters is per femtosecond (fs−1). Statistical error bars are included. Hollow symbols
with dashed lines: numerical results for the virtual dynamics case. Solid symbols: numerical results for the real dynamics
case. “vir-1.2” represents the numerical results for the virtual dynamics case for ∆t=1.2 fs; “real-1.2” stands for the real
dynamics case for ∆t=1.2 fs; etc.
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FIG. 9 Comparison between Langevin dynamics and the Andersen thermostat on the accuracy of the results for the average
potential energy and the thermal fluctuation of the potential of the 1-dimensional quartic potential U(x)=x4/4 at β=1. The
time interval ∆t=0.4 is used. All the parameters are in atomic units (a.u.). Here ξ stands for

√
2γ for Langevin dynamics

and ν for the Andersen thermostat. Statistical error bars are included. “Langevin real-0.4” represents the numerical results
for the real dynamics case of Langevin dynamics for ∆t=0.4; “Andersen vir-0.4” stands for the numerical results for the
virtual dynamics case of the Andersen thermostat for ∆t=0.4; etc.

FIG. 10 Results for the average potential energy and the thermal fluctuation of the potential using different thermostat
parameters (ξ) [friction coefficients

√
2γ (unit: fs−1) for Langevin dynamics; collision frequencies ν (unit: fs−1) for the

Andersen thermostat]. Panels (a) and (b) for the H2O molecule, the same time interval ∆t=2.4 fs is used for Langevin
dynamics and for the Andersen thermostat. Panels (c) and (d) for the (Ne)13 cluster, the same time interval ∆t=50 fs is
used for the two types of thermostats. (a) and (c) display the average potential energy per atom ⟨U(x)⟩/(NatomkB) (unit:

Kelvin). (b) and (d) present the thermal fluctuation of the potential per atom
√

⟨U2⟩ − ⟨U⟩2/(NatomkBT ). Hollow symbols

with dashed lines: numerical results for the virtual dynamics case. Solid symbols: numerical results for the real dynamics
case. “Langevin real-2.4” represents the numerical results obtained by Langevin real dynamics for ∆t=2.4 fs; “Andersen
vir-2.4” stands for those produced by Andersen virtual dynamics for ∆t=2.4 fs; etc.
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FIG. 11 For the quartic system U(x)=x4/4. Panel (a) compares the characteristic correlation time of the potential produced
by Langevin dynamics to that yielded by the Andersen thermostat for ∆t=0.1, while (c) does so for ∆t=0.4. (b) and (d)
are the same as (a) and (c), respectively, but for the characteristic correlation time of the Hamiltonian. All the parameters
are in atomic units (a.u.). Here ξ stands for

√
2γ for Langevin dynamics and ν for the Andersen thermostat. Statistical

error bars are included. Hollow symbols with dashed lines: numerical results for the virtual dynamics case. Solid symbols:
numerical results for the real dynamics case. “Langevin real-0.1” represents the numerical results for the real dynamics case
of Langevin dynamics for ∆t=0.1, “Andersen vir-0.4” stands for the numerical results for the virtual dynamics case of the
Andersen thermostat for ∆t=0.4, etc.

robust within a wide range of the collision frequency.
When the time interval is reasonably small, the char-

acteristic correlation time often has a minimum, for
which an optimal collision frequency exists. As the time
interval increases, the minimum may disappear, i.e., the
characteristic correlation time monotonically decays as
the collision frequency increases. In contrast, there is
no optimal collision frequency for the virtual dynam-
ics case of the Andersen thermostat. The characteristic
correlation time monotonically decays from infinity to
the plateau as the collision frequency increases.

2. Comparison of the Andersen thermostat to Langevin
dynamics

(a) Numerical accuracy
FIGs. 9 and 10 compare the Andersen thermostat

to Langevin dynamics on the accuracy of the numeri-
cal results when the same time interval ∆t is used. In
a broad range of the thermostat parameter, both the
Andersen thermostat and Langevin dynamics lead to
the same results (within statistical error bars). This is
consistent with our earlier investigation in Ref.[10]. In
terms of numerical accuracy, Langevin dynamics and
the Andersen thermostat are comparable.

(b) Sampling efficiency

FIGs. 11−13 demonstrate that the ascendant order
of the characteristic correlation time in Eq.(98) is also
often valid in most cases of the three typical systems.
The only exception is FIG. 12(d), where the character-
istic correlation time of the Hamiltonian produced by
the virtual dynamics case of the Andersen thermostat
is larger than that yielded by the virtual dynamics case
of Langevin dynamics. In FIG.12(d), the time interval
∆t is considerably large such that the ascendant order
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FIG. 12 Characteristic correlation time of the potential (a) and that of the Hamiltonian (b) for Langevin dynamics and for
the Andersen thermostat for the H2O molecule at 100 K for the time interval ∆t=0.24 fs. (c) and (d) are the same as (a)
and (b), respectively, but for the time interval ∆t=2.4 fs. The unit of all the thermostat parameters (ξ) is per femtosecond
(fs−1) for either of the Andersen collision frequency (ν) and

√
2 times of the Langevin friction coefficient (

√
2γ). Statistical

error bars are included. Hollow symbols with dashed lines: numerical results for the virtual dynamics case. Solid symbols:
numerical results for the real dynamics case. “Langevin real-0.24” represents the numerical results obtained by Langevin
real dynamics for ∆t=0.24 fs, “Andersen vir-0.24” stands for those produced by Andersen virtual dynamics for ∆t=0.24 fs;
etc.

FIG. 13 Same as panels (a) and (b) of FIG. 12, but for the (Ne)13 cluster at 14 K for the time interval ∆t=50 fs.
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varies. This is consistent with our previous analysis on
the change of the ascendant order in the harmonic sys-
tem as shown in FIGs. 1 and 2.

FIGs. 11−13 show that the real dynamics case of
Langevin dynamics always has a minimum characteris-
tic correlation time as the thermostat parameter varies.
In contrast, the real dynamics case of the Andersen
thermostat produces a minimum value for the charac-
teristic correlation time when the time interval ∆t is
relatively small (e.g., FIG. 12 (a) and(b)), and does not
do so when ∆t is large (e.g., FIG. 12 (c) and (d)).

In summary, in terms of sampling efficiency in most
cases that we have investigated, the real dynamics case
of Langevin dynamics is the most efficient while the
virtual dynamics case of Langevin dynamics is the least.

VI. CONCLUSION

We have shown that there exists another type of dis-
crete evolution (Eq.(30)) in the Andersen thermostat
that leads to the desired stationary distribution. This
virtual dynamics case of the Andersen thermostat is an
analogy to the one of Langevin dynamics that we ob-
tained in Ref.[9].

Because it is demonstrated that the “middle” scheme
offers the most accurate and robust algorithm for any
type of thermostat [10], in the work we focus on the
Andersen thermostat in the “middle” scheme. To in-
vestigate the sampling efficiency as well as the accuracy,
we employ the phase space propagator approach intro-
duced in our recent work [9, 10] to do the analytic anal-
ysis for the 1-dimensional harmonic system (Eq.(23))
when the time interval ∆t is finite. In addition, numer-
ical simulations are performed for anharmonic models
and “real” molecular systems. All the model tests sug-
gest that both the accuracy and sampling efficiency are
insensitive to the collision frequency in a broad region
for the real dynamics case of the Andersen thermostat.

It is shown that the Andersen thermostat and
Langevin dynamics (in the “middle” scheme) demon-
strate similar behaviors. The two types of stochas-
tic thermostatting processes lead to the same results
(within statistical error bars) in a wide range of the
thermostat parameter when the time interval ∆t is fi-
nite. While the characteristic correlation time (that
describes the sampling efficiency) goes to infinity as
the thermostat parameter approaches zero, it gradu-
ally reaches a plateau as the thermostat parameter ap-
proaches infinity. The characteristic correlation time of
the virtual dynamics case always monotonically decays
as the thermostat parameter increases. Both the An-
dersen thermostat and Langevin dynamics lead to the
same plateau, regardless of whether real or virtual dy-
namics is employed. The step number of the value of

the plateau (τ ξ→∞
pot /∆t or τ ξ→∞

Ham /∆t) decreases as the
time interval ∆t increases.

Significant differences exist between the Andersen

thermostat and Langevin dynamics (in the “middle”
scheme). While real dynamics of the Langevin equa-
tion always has a minimal characteristic correlation
time, real dynamics of the Andersen thermostat does
not have such a minimum when the time interval ∆t
is considerably large. (See Appendices B−C and Ta-
bles I−II for more discussion when the 1-dimensional
harmonic system is considered). In most cases pre-
sented in the paper, virtual dynamics of the Andersen
thermostat is more efficient than that of Langevin dy-
namics. In contrast, when the real dynamics case is
employed, Langevin dynamics always performs better
than the Andersen thermostat in terms of sampling ef-
ficiency.

In addition to the Andersen thermostat and Langevin
dynamics, the unified theoretical framework proposed
in Ref.[10] and our investigation in the present work
suggest that virtual dynamics should in principle exist
in other types of stochastic thermostatting processes. It
is expected that the phase space propagator approach
and the strategies that we employ in the paper will also
be useful for understanding molecular dynamics with
other types of stochastic processes. It will be interest-
ing to combine real dynamics and virtual dynamics in
the thermostat to develop more efficient thermostatting
methods for MD and for path integral MD [10, 12].
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APPENDIX A: Characteristic correlation time for the
1-dimensional harmonic system for Langevin dynamics

Below we briefly review the results on the charac-
teristic correlation time for the 1-dimensional harmonic
system (Eq.(23)) for Langevin dynamics.
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TABLE I The range of ω∆t when the optimal value of fric-
tion coefficient or collision frequency is finite for the one-
dimensional harmonic system (Eq.(23)).

Thermostat Range of ω∆t

Langevin τpot (0, 2)

τHam (0, 2)

Andersen τpot (0, 2/
√
3)

τHam (0, 0.634943)

1. Infinitesimal time interval

It is shown in Appendix A of Ref.[12] and in
Section V of Ref.[9] that for Langevin dynamics the
characteristic correlation time of the potential energy
for an infinitesimal time interval is

τLangevinpot =
1

2

(
1

γ
+

γ

ω2

)
(A1)

for which the optimal value of the friction coefficient is

γoptpot = ω (A2)

which yields the minimum characteristic correlation
time

τLangevin,min
pot =

1

ω
(A3)

It is also shown that the characteristic correlation time
of the Hamiltonian for an infinitesimal time interval

τLangevinHam =
1

γ
+

γ

4ω2
(A4)

for which the optimal value of the friction coefficient

γoptHam = 2ω (A5)

which produces the minimum characteristic correlation
time

τLangevin,min
Ham =

1

ω
(A6)

Comparing Eq.(A2) and Eq.(A5) (for Langevin dynam-
ics) to Eq.(39) and Eq.(42) (for the Andersen thermo-
stat), respectively, indicates that the relation between
the friction coefficient (for Langevin dynamics) and the
collision frequency (for the Andersen thermostat) is

ν ∼=
√
2γ (A7)

2. Finite time interval

In Section V-B of Ref.[9], it is derived that the char-
acteristic correlation time of the potential energy for

the real dynamics case of Langevin dynamics is

τLangevin-realpot =(
1− e−γ∆t

)2
+
(
1 + e−γ∆t

) (
3− e−γ∆t

)(ω∆t
2

)2

ω2∆t (1 + e−γ∆t) (1− e−γ∆t)

(A8)

The optimal friction coefficient for Eq.(A8)

γLangevin-real,optpot =
1

∆t
ln

(
2 + ω∆t

2− ω∆t

)
(A9)

leads to the minimum characteristic correlation time

τLangevin-real,min
pot =

2 + ω∆t

2ω
(A10)

Taking the limit ∆t→ 0 we can easily obtain

τLangevin-realpot

∆t→0→ 1

2

(
1

γ
+

γ

ω2

)
(A11)

γLangevin-real,optpot

∆t→0→ ω (A12)

τLangevin-real,min
pot

∆t→0→ 1

ω
(A13)

which are the results on the characteristic correlation
time of the potential for the infinitesimal time inter-
val. Similarly, we obtain the characteristic correlation
time of the Hamiltonian for the real dynamics case of
Langevin dynamics [9],

τLangevin-realHam =
A′

B′ (A14)

A′ =
(
1− e−γ∆t

)2
+
(
3 + e−γ∆t

)2(ω∆t
2

)2

−
(
3 + e−γ∆t

)2(ω∆t
2

)4

+
(
3− e−γ∆t

) (
1 + e−γ∆t

)(ω∆t
2

)6

B′ =ω2∆t
(
1 + e−γ∆t

) (
1− e−γ∆t

)
·


[
1−

(
ω∆t

2

)2
]2

+ 1


γLangevin-real,optHam =

1

∆t
ln
C̄

D̄
(A15)

C̄=1 + 5

(
ω∆t

2

)2

− 5

(
ω∆t

2

)4

+

(
ω∆t

2

)6

+ ω∆t

·

[
2−

(
ω∆t

2

)2
]√

1 +

(
ω∆t

2

)2

−
(
ω∆t

2

)4

D̄=

[
1−

(
ω∆t

2

)2
]3
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TABLE II The equations of the curves for Langevin dynamics and for the Andersen thermostat in FIG. 14.

Thermostat y ∼ z

Langevin Potential y1 =
1

2

Hamiltonian y1=

(
2− z21

) [
2z1 − z31 +

√
1 + z21 − z41

]
2
[
1 + z21 − z41 + z1 (2− z21)

√
1 + z21 − z41

]
Andersen Potential y2=


2z2 +

√
2
√

1− z22

2− 2z22 + 2
√
2z2

√
1− z22

, (for 0 < z2 <
1√
3
)

1

2z2
, (for

1√
3
≤ z2 < 1)

Hamiltonian y2=



(
2− z22

) [
4z2 − 2z32 +

√
2
(
1− z22

)3/2]
2
[
1− 3z22 + 3z42 − z62 +

√
2z2 (1− z22)

3/2 (2− z22)
] ,

(for 0 < z2 < 0.3174715)
1

2z2
, (for 0.3174715 < z2 < 1)

and

τLangevin-real,min
Ham = −ϕ1∆t

ϕ2
(A16)

ϕ1 = 6ω14∆t14 − 192ω12∆t12 + 2400ω10∆t10 −
13696ω8∆t8 + 23552ω6∆t6 + 88064ω4∆t4 −
294912ω2∆t2 − 131072 +

(
− ω10∆t10+

36ω8∆t8 − 432ω6∆t6 + 2112ω4∆t4 −

2048ω2∆t2 − 10240
)√

ω2∆t2 (8− ω2∆t2)
2 ·√

(−ω4∆t4 + 4ω2∆t2 + 16) (A17)

ϕ2 = 32


[
1−

(
ω∆t

2

)2
]2

+ 1


[
− 2ω4∆t4 +

8ω2∆t2 + 32 +

√
ω2∆t2 (8− ω2∆t2)

2

√
(−ω4∆t4 + 4ω2∆t2 + 16)

]
·

[
ω6∆t6 −

16ω4∆t4 + 64ω2∆t2 + 2

√
ω2∆t2 (8− ω2∆t2)

2

·
√
(−ω4∆t4 + 4ω2∆t2 + 16)

]
(A18)

In the limit ∆t→0 we may verify

τLangevin-realHam

∆t→0→ 1

γ
+

γ

4ω2
(A19)

γLangevin-real,optHam

∆t→0→ 2ω (A20)

τLangevin-real,min
Ham

∆t→0→ 1

ω
(A21)

Consider the high friction limit γ→∞. Eq.(A8) and

Eq.(A14) lead to

τLangevin-realpot

γ→∞→
1 + 3

(
ω∆t

2

)2

ω2∆t
(A22)

and

τLangevin-realHam

γ→∞→

1 + 9

(
ω∆t

2

)2

− 9

(
ω∆t

2

)4

+ 3

(
ω∆t

2

)6

ω2∆t


[
1−

(
ω∆t

2

)2
]2

+ 1


(A23)

Comparing Eq.(A22) and Eq.(A23) to Eq.(75) and
Eq.(80), respectively, shows that the real dynamics case
of Langevin dynamics and that of the Andersen ther-
mostat produce the same plateau of the characteristic
correlation time in the high friction/collision-frequency
limit.

APPENDIX B: Stability analysis for the harmonic system

Consider the multi-dimensional harmonic system

U(x) =
1

2
(x− xeq)

T
A (x− xeq) (B1)

where xeq is a constant vector and A a symmetric
and positive-definite constant Hessian matrix. We have
A←Mω2 in the one-dimensional case (Eq.(23)). As
demonstrated in Section IV of Ref.[9] and in Appendix
A of Ref.[10], the stationary state distribution for the
“middle” scheme for either Langevin dynamics or the
Andersen thermostat is a Gaussian distribution, i.e.,

ρ (x,p)=
1

Z
exp

[
−1

2

(
R− R̄

)T (
W−1

) (
R− R̄

)]
(B2)

DOI:10.1063/1674-0068/30/cjcp1711223 c⃝2017 Chinese Physical Society



756 Chin. J. Chem. Phys., Vol. 30, No. 6 De-zhang Li et al.

where R = (x,p)
T
, R̄=(xeq, 0)

T
, Z is a normalization

constant, and

W−1 = β

 A 0

0

(
M−A

∆t2

4

)−1

 (B3)

The stability condition (for the “middle” scheme) is
that the fluctuation correlation matrix W should be
positive-definite. This implies that the Andersen ther-
mostat and Langevin dynamics share the same stability
condition in the harmonic limit.

For demonstration purpose, we show the stability
condition for Langevin dynamics, for both the one-
dimensional and multi-dimensional cases of the har-
monic system.

1. One-dimensional case

In Section IV-B-2 of Ref.[9], we have shown the
trajectory-based approach to derive the stationary
state distribution for one-dimensional harmonic system
(Eq.(23)) for the “middle” scheme of Langevin dynam-
ics. The stability condition that the fluctuation correla-
tion matrix W should be positive-definite, is equivalent
to |ε1,2|<1, with ε1,2 being the eigenvalues of the matrix

M̃, a 2×2 matrix defined in Eqs.(73) and (76)−(79) of
Ref.[9]. Here we use the variables M̃, ε1,2, T , and D
that are defined in Eqs.(73), (76)−(79) and (101)−(102)
for the real dynamics case of the “middle” scheme of
Langevin dynamics in Section IV-B of Ref.[9]. Note
that it is trivial to define the corresponding variables
for the virtual dynamics case.

a. Real dynamics case

As discussed in Section IV-B of Ref.[9], for the real
dynamics case we have

ε1,2 =
1

2

(
T ±

√
T 2 − 4D

)
,

D=e−γ∆t,

T =
(
1 + e−γ∆t

)(
1− ω2∆t2

2

)
(B4)

There are two situations to consider:

(a) T 2 − 4D < 0

ε1 and ε2 are complex numbers with nonzero imagi-

nary parts, and

|ε1,2| =

∣∣∣∣12 (T ±√T 2 − 4D
)∣∣∣∣

=

∣∣∣∣12 (T ± i√4D − T 2
)∣∣∣∣

=
1

2

√
T 2 + (4D − T 2)

=
√
D

= e−
1
2γ∆t < 1 (B5)

The stability condition is always satisfied for this situ-
ation.

(b) T 2 − 4D ≥0
ε1 and ε2 are real numbers. Because 0<ε1ε2=D<1,

it is easy to verify

|ε1,2| < 1⇔
(
1− ε21

) (
1− ε22

)
> 0 (B6)

and (
1− ε21

) (
1− ε22

)
=(1 + ε1ε2)

2 − (ε1 + ε2)
2

=(D + 1)
2 − T 2

=(D + 1− T ) (D + 1 + T ) (B7)

It is trivial to verify that D+1−T>0 always holds.
Eq.(B4) also leads to

D + 1 + T =
(
1 + e−γ∆t

)(
2− ω2∆t2

2

)
(B8)

Eqs.(B6)−(B8) yield the stability condition D + 1 +
T>0, i.e.,

ω∆t < 2 (B9)

Although Eq.(B9) is always satisfied in part (a), it is
not always the case in part (b). Eq.(B9) is then the
stability condition for the real dynamics case.

b. Virtual dynamics case

For the virtual dynamics case we have

ε1,2 =
1

2

(
T ′ ±

√
T ′2 − 4D′

)
, (B10)

D′ = −e−γ∆t,

T ′ =
(
1− e−γ∆t

)(
1− ω2∆t2

2

)
Note that T ′2−4D′≥0 is always satisfied. Following the
same strategy in the real dynamics case, we can obtain
the stability condition D′+1+T ′>0. It is not difficult
to find

D′ + 1 + T ′ =
(
1− e−γ∆t

)(
2− ω2∆t2

2

)
(B11)

We then verify that the stability condition of the virtual
dynamics case is the same as that of the real dynamics
case, i.e.,

ω∆t < 2 (B12)
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2. Multi-dimensional case

The fluctuation correlation matrix W in Eq.(B3)
should be positive-definite, which requires that the ma-

trix M −A
∆t2

4
is positive-definite. The characteristic

frequencies of the multi-dimensional harmonic system
satisfy

M−1/2AM−1/2 = T
(
ω2
)
TT (B13)

(
ω2
)
=

 ω2
1

ω2
2

. . .

 (B14)

Here ωi is the characteristic frequency of each degree
of freedom, and T is an orthogonal matrix. Then it is
easy to show

M−A
∆t2

4
= M1/2T

[
1− ∆t2

4

(
ω2
)]

TTM1/2(B15)

That is, the stability condition is that the matrix

1−∆t2

4

(
ω2
)
is positive-definite, i.e., ωi∆t<2, for each

degree of freedom i.

APPENDIX C: Schematic representation of the optimal
friction coefficient or the optimal collision frequency for
the one-dimensional harmonic system

Consider the one-dimensional harmonic system
(Eq.(23)). It is heuristic to have a schematic repre-
sentation for Langevin dynamics or for the Andersen
thermostat, in which the optimal friction coefficient or
the optimal collision frequency is plotted as a function
of the time interval ∆t.

1. Langevin dynamics

Different domains have been proposed before for two
Langevin dynamics algorithms [11, 17]. Interestingly, it
is shown in Appendix B of Ref.[9] that Grønbech-Jensen
and Farago’s algorithm [11] is equivalent to the real
and virtual dynamics cases of the “middle” scheme for
Langevin dynamics. This suggests that we can define
two characteristic variables

z1 =
ω∆t

2

y1 =
γGF

2ω

(C1)

where the scaled friction coefficient

γGF =
2

∆t
(1 + a)

−1
(1− a) , (C2)

a =

{
e−γ∆t, for the real dynamics case

−e−γ∆t, for the virtual dynamics case

The “middle” scheme of Langevin dynamics has four
domains as shown in FIG. 14. As shown in Appendix
B, the stability condition for the “middle” scheme is
ω∆t/2<1. The stable and unstable domains are then
divided by the line ω∆t/2=1.

(1) Unstable region: ω∆t/2 > 1 (z1 > 1).
(2) Stable region: ω∆t/2 < 1 (z1 < 1).
Eq.(C2) may be recast into

γGF∆t
/
2 = (1 + a)

−1
(1− a){

< 1, for the real dynamics case

> 1, for the virtual dynamics case

(C3)

The stable region then includes two parts separated by
the line γGF∆t/2=1:

(a) Virtual dynamics region: γGF∆t/2>1, i.e., y1 >
1

2z1
.

(b) Real dynamics region: γGF∆t/2<1, i.e., y1 <
1

2z1
.

The real dynamics region may be further separated
into two domains. Consider the eigenvalues ε1,2 for the
real dynamics case as shown in Eq.(B4). We may recast
ε1,2 as

ε1,2 = e−
1
2γ∆t±λ (C4)

where

λ = ln

(
T +
√
T 2 − 4e−γ∆t

2e−
1
2γ∆t

)
(C5)

with T defined in Eq.(B4). Here we define ψ as

λ = iψ (C6)

When T 2−4e−γ∆t<0, i.e., ε1,2 are complex numbers
with nonzero imaginary parts as shown in part 1-a
of Appendix B, ψ is a real number in the range (0,
π). When T 2−4e−γ∆t>0, ψ is an imaginary number
with negative imaginary part. Consider the position-
displacement autocorrelation function for a finite time
interval ∆t

Cx(n∆t) =
⟨(x(0)− xeq) (x(n∆t)− xeq)⟩ − ⟨x− xeq⟩2⟨

(x− xeq)2
⟩
− ⟨x− xeq⟩2

(C7)

One may follow the phase space propagator approach
(Section III-B-2) to derive

Cx(n∆t) = e−
1
2γn∆t

[
1− e−γ∆t

2e−
1
2γ∆t sinhλ

sinh (nλ)

+ cosh (nλ)

]
(C8)
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We denote I(ω′) as the discrete Fourier transform of the
position autocorrelation function, i.e.,

I(ω′) =

∞∑
n=0

Cx(n∆t)e
−iω′n∆t ·∆t (C9)

Substituting Eq.(C8) into Eq.(C9), we obtain

I (ω′)=

∆t

2

[(
1+

1− e−γ∆t

2e−
1
2γ∆t sinhλ

)
1

1−e− 1
2γ∆t+λiω

′∆t

+

(
1− 1−e−γ∆t

2e−
1
2γ∆t sinhλ

)
1

1− e−
1
2γ∆t−λ−iω′∆t

]
(C10)

We focus on the real part of I(ω′). Using the variable
ψ , the real part of I(ω′) can be recast into

Re [I(ω′)] =
∆t

2
(
E′

F ′ +
E′′

F ′′ ) (C11)

E′ =2 sinψ
[
1− e−

1
2γ∆t cos (ψ − ω′∆t)

]
+(

1− e−γ∆t
)
sin (ψ − ω′∆t)

F ′ =2 sinψ
[
1− 2e−

1
2γ∆t cos (ψ − ω′∆t) + e−γ∆t

]
E′′ =2 sinψ

[
1− e−

1
2γ∆t cos (ψ + ω′∆t)

]
+(

1− e−γ∆t
)
sin (ψ + ω′∆t)

F ′′ =2 sinψ
[
1− 2e−

1
2γ∆t cos (ψ + ω′∆t) + e−γ∆t

]
regardless of whether ψ is a real number or not.
Eq.(C11) shows that Re[I(ω′)] is a periodic function
of ω′. We may focus on the period (−π/∆t, π/∆t) of
ω′. We can then define the two domains of the real
dynamics case as:

(i) Underdamped region: There are two peaks for
Re[I(ω′)] in the period (−π/∆t, π/∆t);

(ii) Overdamped region: There is only one peak for
Re[I(ω′)] in the period (−π/∆t, π/∆t).

We may verify from Eq.(C11) that, the dividing line
between the underdamped and overdamped regions is
described by

cosψ + cosh

(
γ∆t

2

)
= 2 (C12)

where

cosψ=
eiψ + e−iψ

2
=

ε1 + ε2

2e−
1
2γ∆t

=
T

2e−
1
2γ∆t

=cosh

(
γ∆t

2

)(
1− ω2∆t2

2

)
(C13)

That is,

cosh

(
γ∆t

2

)(
1− ω2∆t2

4

)
= 1 (C14)

It is not difficult to show that

cosh

(
γ∆t

2

)(
1− ω2∆t2

4

)
<1 holds for the under-

damped region and that cosh

(
γ∆t

2

)(
1− ω2∆t2

4

)
>1

holds for the overdamped region. For the equation of
the dividing line we have

y21 =

[
1

ω∆t

(
1 + e−γ∆t

)−1 (
1− e−γ∆t

)]2

=
1

ω2∆t2

sinh2
(
γ∆t
2

)
cosh2

(
γ∆t

2

)
=

1

ω2∆t2

[
1−

(
1− ω2∆t2

4

)2
]

=
1

4

(
2− z21

)
(C15)

i.e.,

y1 =
1

2

√
2− z21 (C16)

Then the two regions can be represented as:

(i) Underdamped domain: y1 <
1
2

√
2− z21 .

(ii) Overdamped domain: y1 >
1
2

√
2− z21 .

(Apparently the definition of the underdamped or
overdamped domain is not unique. One may also choose
another type of auto-correlation function to define the
domains in the real dynamics region.) While the blue
curve in FIG. 14(a) represents the equation that the
two characteristic variables z1 and y1 satisfy when the
friction coefficient produces the optimal value for the
characteristic correlation time of the potential energy,
the red curve (in the same panel) does so for the optimal
characteristic correlation time of the Hamiltonian.

Consider the blue curve: When γ takes the optimal
value for the minimal characteristic correlation time of
the potential energy [Eq.(A9)], Eq.(C2) becomes

γGF = ω (C17)

That is,

y1 =
γGF

2ω
=

1

2
(C18)

which is the equation that z1 and y1 satisfy for the
blue curve. Similarly, we may obtain the equation for
the red curve. When the optimal friction coefficient
for the minimal characteristic correlation time of the
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Hamiltonian Eq.(A15) is used, Eq.(C2) becomes

γGF =
2

∆t

H ′

I ′
(C19)

H ′ =8

(
ω∆t

2

)2

− 8

(
ω∆t

2

)4

+ 2

(
ω∆t

2

)6

+ ω∆t[
2−

(
ω∆t

2

)2
]√

1 +

(
ω∆t

2

)2

−
(
ω∆t

2

)4

I ′ =2 + 2

(
ω∆t

2

)2

− 2

(
ω∆t

2

)4

+ ω∆t[
2−

(
ω∆t

2

)2
]√

1 +

(
ω∆t

2

)2

−
(
ω∆t

2

)4

Using the two variables of Eq.(C1), we recast Eq.(C19)
into

y1=

(
2− z21

) [
2z1 − z31 +

√
1 + z21 − z41

]
2
(
1 + z21 − z41 + z1 (2− z21)

√
1 + z21 − z41

) (C20)
which is the equation that z1 and y1 satisfy for the red
curve.

2. The Andersen thermostat

Similar to Eq.(C1), we define two characteristic vari-
ables for the Andersen thermostat

z2 =
ω∆t

2

y2 =
νA

2ω

(C21)

where the scaled collision frequency

νA =
2

∆t
(1 + aA)

−1
(1− aA) , (C22)

aA =

{
e−ν∆t, for the real dynamics case

−e−ν∆t, for thevirtual dynamics case

The “middle” scheme has four regions as shown in
FIG. 14.

(1) Unstable region: ω∆t/2>1, i.e., z2 >1.
(2) Stable region: ω∆t/2<1, i.e., z2 <1.
The stable region may be divided into two parts by

the line νA∆t/2=1:
(a) Virtual dynamics region: νA∆t/2 > 1, i.e.,

y2>
1

2z2
.

(b) Real dynamics region: νA∆t/2 < 1, i.e., y2<
1

2z2
.

Similar to part 1 of Appendix C (where Eq.(C7) is
used for defining the domains), it is not difficult to
show that the real dynamics region (of the Andersen

thermostat) is also separated into two domains by the

line y2=
1

2

√
2− z22 :

(i) Underdamped domain: y2<
1

2

√
2− z22 .

(ii) Overdamped domain: y2>
1

2

√
2− z22 .

The blue curve in of FIG. 14(b) represents the equa-
tion that the two characteristic variables z2 and y2 sat-
isfy when the collision frequency approaches the opti-
mal value for the minimal characteristic correlation time
of the potential energy. In the region 0<ω∆t<2/

√
3

(i.e., 0<z2<1/
√
3), the optimal collision frequency for

the minimal characteristic correlation time of the po-
tential energy is finite (Eq.(76)). Substituting Eq.(76)
into Eq.(C22) leads to

νA =
1

∆t

4ω2∆t2 + 2
√
2ω∆t

√
4− ω2∆t2

4− ω2∆t2 +
√
2ω∆t

√
4− ω2∆t2

(C23)

By using the two variables defined in Eq.(C21), we re-
cast Eq.(C23) into

y2 =
2z2 +

√
2
√
1− z22

2− 2z22 + 2
√
2z2
√
1− z22

(C24)

In the region 2
/√

3 ≤ ω∆t < 2 (i.e., 1
/√

3 ≤ z2 < 1),
the optimal collision frequency for the minimal charac-
teristic correlation time of the potential energy is infi-
nite. This leads to

y2 =
νA

2ω
=

2

∆t

/
2ω =

1

2z2
(C25)

That is, the equation that z2 and y2 satisfy for the blue
curve is

y2 =



2z2 +
√
2
√
1− z22

2− 2z22 + 2
√
2z2
√
1− z22

,

(for 0 < z2 < 1/
√
3)

1

2z2
, (for 1/

√
3 ≤ z2 < 1)

(C26)

We then consider the red curve in FIG. 14(b) that de-
picts the equation that z2 and y2 satisfy when the col-
lision frequency takes the optimal value for the mini-
mal characteristic correlation time of the Hamiltonian
(Eq.(81)). Eq.(C22) then becomes

νA =
2

∆t

J ′

K ′ (C27)

J ′ =256ω2∆t2 − 64ω4∆t4 + 4ω6∆t6 +

2
√
2ω∆t

(
8− ω2∆t2

) (
4− ω2∆t2

)√
4− ω2∆t2

K ′ =128− 96ω2∆t2 + 24ω4∆t4 − 2ω6∆t6 +

2
√
2ω∆t

(
8− ω2∆t2

) (
4− ω2∆t2

)√
4− ω2∆t2

DOI:10.1063/1674-0068/30/cjcp1711223 c⃝2017 Chinese Physical Society



760 Chin. J. Chem. Phys., Vol. 30, No. 6 De-zhang Li et al.

FIG. 14 (a) For Langevin dynamics for the 1-dimensional harmonic system (Eq.(23)). Unstable region is shown in grey.
Stable region includes both real dynamics and virtual dynamics cases. While the virtual dynamics case is shown in light cyan,
the real dynamics case is separated into the underdamped part (in white) and the overdamped one (in light flavogreen)
based on the Fourier transform of the position-displacement autocorrelation function (See Appendix C) in the sampling
procedure. The optimal friction coefficient for configurational sampling satisfies the blue curve, while that for phase space
sampling is depicted by the red curve. The former produces the minimum value of the characteristic time of the potential,
while the latter leads to the minimum value of the characteristic time of the Hamiltonian. (b) Same as (a), but for the
Andersen thermostat. The optimal collision frequency for configurational sampling satisfies the blue curve, while that for
phase space sampling is described by the red curve.

in the region 0<ω∆t<0.634943 (i.e., 0<z2<0.3174715).
Substituting Eq.(C27) into Eq.(C21) yields

y2 =

(
2− z22

) [
4z2 − 2z32 +

√
2
(
1− z22

)3/2]
2
[
1− 3z22 + 3z42 − z62 +

√
2z2 (1− z22)

3/2
(2− z22)

]
(C28)

When 0.634943<ω∆t<2 (i.e.,0.3174715<z2<1), the op-
timal collision frequency for the minimal characteris-
tic correlation time of the Hamiltonian is infinite. The
equation for the two variables z2 and y2 in the region
is the same as Eq.(C25). We then obtain the equation
for the red curve as

y2=



(
2− z22

) [
4z2 − 2z32 +

√
2
(
1− z22

)3/2]
2
[
1− 3z22 + 3z42 − z62 +

√
2z2 (1− z22)

3/2
(2− z22)

] ,
(for 0 < z2 < 0.3174715)
1

2z2
, (for 0.3174715 < z2 < 1)
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