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ABSTRACT: The celebrated Meyer—Miller mapping model has been a useful approach for
generating practical trajectory-based nonadiabatic dynamics methods. It is generally assumed
that the zero-point-energy (ZPE) parameter is positive. The constraint implied in the
conventional Meyer—Miller mapping Hamiltonian for an F-electronic-state system actually
requires y€(—1/F, o) for the ZPE parameter for each electronic degree of freedom. Both
negative and positive values are possible for such a parameter. We first establish a rigorous
formulation to construct exact mapping models in the Cartesian phase space when the
constraint is applied. When nuclear dynamics is approximated by the linearized semiclassical
initial value representation, a negative ZPE parameter could lead to reasonably good
performance in describing dynamic behaviors in typical spin-boson models for condensed-

phase two-state systems, even at challenging zero temperature.

onadiabatic processes play an important role when two or

more coupled electronic states are involved in complex
systems in chemistry, biology, and materials science.' ™ Of
several useful theoretical frameworks for developing practical
nonadiabatic dynamics methods, one is the mapping Hamil-
tonian model proposed in the pioneering work of Meyer and
Miller.* It maps a coupled F-electronic-state Hamiltonian
operator

F
A= ) H,(R P)ln)(ml
n,m=1 (1)

onto a 2F-dimensional Cartesian phase space {x, p} = {«W,...,

'x(F): P(l):---, p(F)}, and yields

1 -
Hyy(x, p; R, P) = EPTM P

F
1 n m n m
> [5<x< W 4 0y s Ly (R)

nm=1
2)
in the diabatic representation, where {R, P} represents the
coordinate and momentum variables for the nuclear degrees of
freedom (DOFs) and y is the parameter accounting for the zero-
point energy for each continuous electronic DOF. While y = 1/2
in Meyer and Miller’s original version,” the zero-point-energy
(ZPE) parameter is set to 1/3,(~/3 — 1)/2,(NF+ 1 — 1)/F,
and other non-negative values in its semiclassical/quasiclassical
applications.”™'® Since it is conventionally thought that the zero-
point energy should be positive, to the best of our knowledge no
negative value has ever been chosen for y since 1979.
In two alternative approaches, it has been shown that the
Meyer—Miller mapping model can be derived in quantum
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mechanics.”'” More interestingly, in the unified framework of
phase space mapping models for the (coupled) multistate
Hamiltonian (eq 1) in ref 17, the mapping model reminiscent of
the Meyer—Miller model reads

F
1 n m n m
Hym(x, p; R, P) = E [E(X( A I yﬁnm}Hm(R, P)

3)

The comparison between eqs 3 and 2 (for kinetic energy term
P"M~'P/2) implies the constraint for the electronic DOFs"

St p): X[ + 6P| =14 .

Although we use the diabatic representation to reach eq 4, the
constraint holds in the adiabatic representation as well. The
constraint (eq 4) has already been implied in eqs 43 and 44 of ref
17, and used in ref 15 where y = 0 is considered. The physical
meaning of eq 4 requires only ¥y > —1/F. This confirms that
negative values for the ZPE parameter, , are possible!

When the underlying mapping DOFs for each (electronic)
state are considered to be those of a singly excited oscillator as
first suggested in refs 9 and 5, it is natural to view y as the ZPE
parameter for the oscillator. In comparison, the derivation
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procedure of eq 3 in F-dimensional Hilbert space for the
electronic DOFsinref 17 has 1nter reted the phy51ca1 concept of
parameter y as a parameter for 6" /2, where &, is the Pauli spin
matrix in the z direction. It has also been clearly stated that
parameter y can be negative.'”

We first establish the exact mapping with the constraint
S(x, p) where y € (—1/F, o0), with a focus on the F electronic
DOFs. In F-dimensional Hilbert space with an orthogonal basis
set {l n = 1,..,, F)}, the one-to-one correspondence between an
operator and its phase space function reads

A(x,p)=Tr, [,3112 (x,p)]

A 5)

and
A(x,p)»—)21:L(w)dp(x,p)A(x,p)Ie"(x,p) , (6)

where Tr,[---] represents the trace over the F electronic states,
du(x, p) = F dx dp stands for an invariant measure over the
constraint space, S(x, p) of eq 4, the kernel is

K= 3 [ O 4 ) = i) — 8, Jyoml

n,m=1 (7)
and the inverse kernel is

< 1+F
A —1
' (xp) = LR E 0 4 ) gy

P= 2 gy e
~ 2 s Nyl
1+ Fy (8)

(The derivations of f((x, p) and Kk !(x, p) are presented in the
Supporting Information.) As expected, the kernel and its inverse
are properly normalized

Tre[I%(x, pl= Tre[Ieil(x, pl=1

~/~;(x,p) dulx, p) Kl p) = [S(x,p) du(x p) K (x p) =1, 9)

where 1, is the identity operator in F-dimensional Hilbert space
for the electronic DOFs. We define the adjoint function in the
electronic phase space for operator B as

B(x, p) = TrIK (x, p)B] (10)

The one-to-one correspondence between the trace of a product
of two operators and the overlap integral for the electronic
DOFs is then

TofAB = [ dutxp) AGx P) Bx p) -
xPp

The time correlation function for two operators that involve
only the electronic DOFs is

Cup(t) = TLIA(0)B(H)] = Tr[Ae™Be ] (12)
which becomes

G = : , p; 0) B(x, p;

w = [ WA pOBaE )

ie,AorBis replaced by the corresponding Heisenberg operator
ineq 11 as well as in egs 5 and 10. Equation 13 can be evaluated
as
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dp(x,, PO) A(xo, Py 0) B(x(t), p(t); 0)

X0.Pg)

Cup(t) = /S(

[ dutxo ) Alxo B,) Blx, B)
S(xopy)

(14)

along trajectory {x(t) = x, p(t) = p,} with initial phase point {x,
Po} at time 0. The equations of motion of the trajectory {x, p,}
are given by the mapping Hamiltonian of eq 3, which is
equivalent to solving the time-dependent Schrodinger equation
for the electronic DOFs when the nuclear DOFs are
frozen.”'>"” The mapping formulation (eqs 4—13) for the
electronic DOFs is exact in quantum mechanics. Although the
Meyer—Miller mapping Hamiltonian is used for demonstration,
the mapping formulation can be applied to other mapping
models (e.g., those of ref 17). The approach developed in ref 15
is simply a specific case (where y = 0) of the formulation.

In nonadiabatic systems, operators A and B often involve both
electronic and nuclear DOFs. The trace operation in eq 12
should then be over both electronic and nuclear DOFs. Equation
13 can be extended as

Cyp(t) = Trn,e[A(O)é(t)]

1
= Wfdk dP»[S(xp)dﬂ(x’ p) Aw(R, P; x, p; 0)

X By (R, P; x, p; t) (15)
where the Wigner functions for the nuclear DOFs are
Ay(R, P;x, p) = fdA<R - %‘A(ﬁ, P; x, P)’R + %>eiA'P/h
(16)

and

By(R, P; x,p) = /dA<R— %’B(}i, P; x, p)’R+ %>ejA'P/h

(17)
In eq 15, f dR dP is over the full Wigner phase space for the N
nuclear DOFs. On the right-hand side of eq 16 oreq 17 {x, p} is
viewed as parameters.

AR, P, x, p) ofeq 16 and B(R, P, x, p) of eq 17 are produced
by eq 5 for operator A and by eq 10 for operator B, respectively,
only for the electronic DOFs. Equation 15 offers an exact
formulation as long as the nuclear dynamics in eq 15 is also
exactly solved for the coupled multielectronic-state Hamiltonian
in eq 1, regardless of the choice of the ZPE parameter, 7, in
domain (—1/F, o) for the constraint space (eq 4).

It is often far from trivial to treat the nuclear DOFs in an exact
fashion for general nonadiabatic systems. Employing the
linearized semiclassical initial value representation (LSC-
IVR)/classical Wigner approach to approximate nuclear
dynamics,” we obtain

1
Colt) = —— f dR, dP f
as(t) Q)N 00 s(xo,po)dﬂ

X EW(Rp b; x, R)

(Xo; PO) AW(ROJ By x, Po)

(18)

where trajectory (R, P; x, p,) follows classical Hamilton
equations of motion yielded by the Meyer—Miller mapping
Hamiltonian (eq 2) with initial total phase point (R, Py; xo, Po)-
The approach is denoted as the extended classical mapping
model (eCMM). For instance, consider that the initial total
density is P, ®In){nl, where p,, is the initial density operator
for the nuclear DOFs and only state In) is occupied at the
beginning. The population of state Im) at time ¢ is
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Figure 1. Population difference D(t) = P,_,(t) — P,_(t) of the spin-boson Hamiltonian with the Ohmic bath at finite temperature. The initial state is
set to I1). In all eight panels, ¢ = A = 1. Black solid circles: numerically exact results in (2), (d), and (e—h) from eHEOM,; those in (c) and (d) are from
SLNE. Cyan dashed lines: Ehrenfest dynamics. Olive, magenta, purple, blue, and red solid lines: eCMM approach with y = 1, 0.5, (V3 =1)/2,0,and
—0.2, respectively.

P,_(t) = Tr[p |n)(n|eiﬁt/h|m)<m|e_iﬁt/h] (19) wheAre ¥y € (=1/F, ) and p{i*9(R,, P,) is the Wigner function
nae for p,,.. We emphasize that there exists only a single value for the
ZPE parameter, ¥, in the whole mapping scheme in the paper.

Equation 18 leads to the phase space expression of eq 19 That is, the ZPE parameter, y, of the mapping Hamiltonian (eq 2
or 3) is the same as that of the constraint space (eq 4) as well as
1 that employed in the expression of the time correlation function
P,_ () =—— [dr,dp, '
et Qan)™ / 0 Ofs(xo,po)CW(X0 ) of nonadiabatic dynamics (eq 15 or 18).

It is worth mentioning that, independent of our work,"” in
the symmetrical quasiclassical Meyer—Miller (SQC/MM)
approach'® where the ZPE parameter in the Meyer—Miller
Hamiltonian is modified on a per trajectory basis, a constraint of
the classical actions has been considered such that the original

X

1 n n nuc
PP+ GO - Ry )

1+F

(m)n2 myy _ L7
72(1_'_1:?)2((% Y+ ")) - ——

1+ Fy

(20)
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Figure 2. Population difference of the spin-boson Hamiltonian with the Ohmic bath at zero temperature. The initial state is set to |1). In all four panels,
. =1.0618 and € = 1. The other parameters are (a) {a =0.3767, A = 0.4}, (b) {a =1.130, A =0.4}, (c) {a =0.7535, A =2}, and (d) {a =1.884, A=
2}. The legend is the same as that in Figure 1, except exact results are produced by ML-MCTDH in ref 29.

Meyer—Miller Hamiltonian (eq 2) is consistent with the
typically used symmetrized form of the Hamiltonian. A
generalized triangle windowing scheme is used for the initial
and final conditions in the SQC/MM approach."® It will be
interesting to determine whether a rigorous derivation for this
trajectory-adjusted ZPE parameter approach is possible and
whether the modification strategy on a per trajectory basis can
be useful in our exact unified formulation.

Consider the spin-boson model that describes a two-state
system coupled with a bosonic bath environment."” Such a
prototype model in theoretical physics and chemistry includes
key aspects of condensed-phase nonadiabatic quantum
systems.'*~** Its Hamiltonian operator reads

. . . R 1, .
H = ec, + Ao, + chRjaz+ ZE(P]-Z+0)}-2R}-Z)
j j

(21)
where 6, and 6, are Pauli matrices in the x and z directions,
respectively, ¢ represents the detuning between states 1) and
12), A denotes the tunneling amplitude, and {R;, P;} are the
mass-weighted position and momentum operators of the jth
bath oscillator, respectively. Frequencies and coupling strengths

{w), ¢} are sampled from such as the Ohmic spectral density

~/% \where a is the Kondo parameter and @, the

J(w) = gaa)e
cutoff frequency. The continuous spectral density is discretized
into 300 effective bath modes to achieve full convergence. (See
the Supporting Information for more details.)

The two-state system is assumed to be initially excited in state

I1) with no correlation with the bosonic bath (i.e., the initial

o _gE - 1 A2 52
density is 11) (11®e"™/Z,, where H, = Z],E(I} + ijRZ )
stands for the bare bath Hamiltonian and Z, = Tr,[e %]
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represents the partition function for the bath). While the initial
distribution for the nuclear phase space is generated from the
Wigner function of e /7, that for the electronic Cartesian
phase space is uniformly sampled on constraint space S(xg, po)-
The difference from the population of state |1) to that of state 12)
(i.e, D(t) =P, _,(t) — P,_(t)) can be evaluated from eq 20. We
focus on more challenging asymmetric cases where Ehrenfest’s
mean field dynamics performs poorly. For fair comparison, the
initial condition for the nuclear DOFs in the mean_field
dynamics is also sampled from the Wigner function of e #™/Z,,
but the initial condition for the electronic DOFs for the two-
state system is sampled from ((x1)? + (p(l))z)/Z =1 and
((x@)? + (p(z))z) /2 = 0 as conventional Ehrenfest dynamics
does. Five values for the ZPE parameter (y = —02, 0,
(/3 = 1)/2,0.5, and 1) are used for the eCMM approach for
demonstration. Numerical simulations employ an ensemble of
10°—-10° trajectories for convergence. Parameters for all
examples of the spin-boson model are presented in atomic
units (a.u.’s). For comparison, numerically exact results are
obtained from the extended hierarchical equations of motion
(eHEOM),B—?’0 stochastic Liouville—von Neumann equation
(SLNE),*"** and multilayer multiconfiguration time-dependent
Hartree (ML-MCTDH).*”

Figure 1 presents D(t) for finite bath temperatures. The
parameters range from high to low temperatures, from adiabatic
to nonadiabatic domains, and from weak to strong system—bath
coupling strengths. On the boundary of the adiabatic and
nonadiabatic regions (@, = A) and in the high-temperature
region (A = 0.25) the performance of eCMM is insensitive to
the value for y (regardless of whether the ZPE parameter is
negative or positive), of which the results perfectly match the
exact data (Figure lab). Figure lc,d lies in the deeper
nonadiabatic domain (w. = 2.5A) with a relatively high

https://dx.doi.org/10.1021/acs jpclett.1c00232
J. Phys. Chem. Lett. 2021, 12, 2496—2501
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temperature (SA = 0.25). All five values for y lead to nearly the
same eCMM results that are almost identical to the exact data
when the system—bath coupling (a = 0.1) is relatively weak
(Figure 1c). As the system—bath coupling becomes stronger (a
=0.4), y = —0.2 or 0 performs the best to describe the exact
overdamped dynamics behavior, y = (/3 — 1)/2 or 0.5 is
slightly worse but produces results close to the exact ones, and y
= 1 exhibits a significant deviation (Figure 1d). Figure lef
demonstrates low-temperature (SA = S) cases on the boundary
of the adiabatic and nonadiabatic regions (@, = A). In the weak
dissipation case (a = 0.1) of Figure le, the underdamped
oscillation is captured quite well by either y = —0.2 or 0 in the
whole range of tA. The results produced by y = (V3 =1)20r
0.5 deviate slightly from the exact data after tA = 5, while y = 1
considerably underestimates the oscillation amplitude. In the
stronger dissipation case (@ = 0.4) of Figure 1f, y = 1 shows a
more noticeable deviation as the time, tA, increases, while the
overall dynamic behavior is well reproduced by all four other
values for y. Figure 1gh falls in the nonadiabatic domain (@, =
2.5A) with a low temperature (A = S). In the weak dissipation
case in Figure 1g, while y = —0.2 or 0 is able to faithfully depict
the distinct underdamped behavior in the exact time evolution of
D(t), the eCMM approach performs progressively worse in
reproducing the long-time oscillation as the value of the ZPE
parameter increases in the positive region. For example, y = 1
suffers a significant underestimation of the amplitude of
oscillation after tA = S. Figure 1h demonstrates the strong
dissipation case instead. All values for y perform well for a short
time before tA = 1. Three typical categories of results are
observed for a longer time. y = —0.2 and 0 show the best
performance during tA = 1—6 but have a slight deviation from
the asymptotic limit after tA =6,y = (v/3 = 1)/2 and 0.5 yield
good estimations for the long-time equilibrium, and y = 1
predicts a slower decay rate and exhibits a large deviation after
tA = 1, which performs substantially differently from the four
other values.

Quantum dynamics of the dissipative two-state system at zero
temperature is theoretically much more demanding.'” Numer-
ical methods for the spin-boson model at zero temperature often
have severe slow convergence problems.”*”** Figure 2 shows
D(t) for the four asymmetric spin-boson models with the Ohmic
bath at zero temperature where exact benchmark results are
available.”” In the deeper nonadiabatic region (w, = 2.65A) as
shown in Figure 2a,b, y = —0.2 and 0 faithfully capture most

dynamic behaviors, y = (/3 — 1)/2 and 0.5 lose the
noticeable oscillation details in panel (a) and cause considerable
deviation from the exact data in panel (b), while y = 1
demonstrates overall poor performance (except at short time) in
both cases. In Figure 2¢,d, the tunneling amplitude of the spin-
boson model (A =2) is increased by a factor of § in comparison
to that in Figure 2ab. y = —0.2 demonstrates the best
performance in reproducing the exact data, especially for the
amplitude of dynamic oscillation in either case. The results of y =
0 are very close to but slightly worse than those of y = —0.2. As
the positive value of the ZPE parameter becomes greater, the
eCMM results increasingly deviate from the exact data.

In all eCMM applications (with the Meyer—Miller mapping
Hamiltonian) for the typical examples of the spin-boson model
shown in the main text as well as in the Supporting Information,
the negative ZPE parameter (e.g., y = —0.2) practically faithfully
depicts the dynamic oscillation behavior as well as the
asymptotic long-time equilibrium, yielding reasonably accurate

results in comparison to conventional positive ZPE parameters.
In practice, the numerical performance is relatively insensitive to
y in domain (—1/F, 1/2] for finite temperature spin-boson
systems. It is expected that y€(—1/F, 1/2] may work reasonably
well for other complex molecular systems.

In summary, a negative ZPE parameter is indeed possible and
can be reasonably good for the Meyer—Miller mapping model
for nonadiabatic molecular dynamics because the constraint
implied in the kinetic energy term, PTM~'P/2, in the mapping
Hamiltonian requests only y € (—1/F, co). When such a
constraint is applied, we establish a novel and general
formulation for constructing exact mapping models in the
Cartesian phase space (for the electronic DOFs). Although the
formulation is in principle exact irrespective of the meaningful
value of 7, because the nuclear DOFs often cannot be treated in
an exact fashion for general nonadiabatic systems, the perform-
ance of an approximated quantum dynamics method depends
on the choice of the ZPE parameter. Although the dependence
of y is relatively weak in many cases, it can become distinct in
demanding regions (e.g, at low or zero temperature in
condensed-phase systems). More insight will be warranted in
the future to develop a novel strategy in the mapping
formulation, which makes the numerical performance of
practical nonadiabatic methods much less sensitive to the ZPE
parameter, y.
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