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ABSTRACT: We have recently proposed a new unified theo-
retical scheme (the “middle” scheme) for thermostat algorithms
for efficient and accurate configurational sampling of the canon-
ical ensemble. In this paper, we extend the “middle” scheme to
molecular dynamics algorithms for configurational sampling in
systems subject to constraints. Holonomic constraints and iso-
kinetic constraints are used for demonstration. Numerical
examples indicate that the “middle” scheme presents a promising
approach to calculate configuration-dependent thermodynamic

properties and their thermal fluctuations.

1. INTRODUCTION

Since the pioneering work by Fermi, Pasta, and Ulam in 1955'
and that by Alder and Wainwright in 1957,” molecular dynam-
ics (MD) has become a powerful and widely used tool for
studying classical thermodynamic and dynamic properties of
systems in chemistry, biology, and materials science.” When
MD is used to perform imaginary time path integral (PIMD), it
offers an eflicient approach for studying quantum statistical
effects in general realistic molecular systems.”~'”*” Many cases
of interest involve sampling the canonical ensemble, where the
number of articles (N), volume (V), and temperature (T) are
constant.

We have recently proposed a unified theoretical frame-
work'”'" to include various thermostat algorithms for
MD?*"*7*¢ and those for PIMD®*"~* proposed in the literature
for the canonical (NVT) ensemble, regardless of whether the
thermostat is stochastic or deterministic. While most conven-
tional algorithms™'*~>"*"73%3»3% can be unified in the “side” or
“end” scheme in the unified theoretical framework, the “middle”
scheme suggested in refs 10 and 11 leads to more efficient and
accurate configurational (i.e, conformational) sampling,
irrespective of whether the thermostat is stochastic or
deterministic. The “middle” scheme includes the latest prog-
ress in developing efficient Langevin thermostat algo-
rithms®>~>*?%** a5 well as provides a scenario for rationally
designin% various other types of efficient thermostat algo-
rithms, > 33

In this paper, we generalize the unified thermostat framework
to deal with systems subject to constraints. Two types of
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constraints are demonstrated as examples. One is the
holonomic constraint that is often employed to ameliorate
time-scale problems in MD simulations. The holonomic
constraint is used to fix certain geometric parameters, such as
bond lengths, bend angles, and torsion angles at specific values,
thereby avoiding high-frequency motions. The equations of
motion for a system with these geometric constraints can be
numerically solved using Lagrange multipliers or projection
methods. Ryckaert et al. developed the SHAKE algorithm to
solve the nonlinear equations (for Lagrange multipliers)
iteratively to satisfy given numerical tolerance.’® Andersen
further proposed the RATTLE variant of the SHAKE algorithm
for MD using the velocity—Verlet integrator.”” The SETTLE
algorithm analytically solves the set of nonlinear equations for
triatomic molecular systems.’® Though it cannot be extended to
systems with more atoms, it is very useful for constraining water
molecules, which is important in biological simulations. There
are various methods derived from SHAKE, such as the
M-SHAKE,” SHAPE,* and LINCS"' algorithms, which may
be faster than SHAKE under certain conditions. In the present
paper, we employ the SHAKE/RATTLE algorithms as
examples for the component-wise solution of the undetermined
Lagrange multipliers (see section S1 in the Supporting
Information), but they can be directly replaced by other ones
for holonomic constraints.
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The other useful constraint is the isokinetic constraint, a
nonholomonic condition on the kinetic energy, used in some
thermostat algorithms for systems at constant temperature.
Isokinetic ensemble techniques have been proposed and
formulated since the 1980s.”~*° More recently, multiple
time-step (MTS) algorithms using the Nosé—Hoover chain
(NHC) approach and the isokinetic constraint have been
developed.46_49 All these algorithms, irrespective of whether
the (related) equations of motion are deterministic or
stochastic, implement the isokinetic constraint to restrict the
kinetic energy thereby moderating the resonance effect that
occurs in other MTS algorithms. We use the latest algorithm—
the so-called “Stochastic-Iso-NHC-RESPA” (SIN(R))*’—as
an example to show that the “middle” scheme can lead to more
efficient algorithms for SIN(R).

The paper is organized as follows. Section 2 first briefly
reviews the unified thermostat framework recently developed
for the NVT ensemble as well as the SHAKE/RATTLE
algorithms for the NVE ensemble subject to holonomic
constraints, and then it presents both conventional and novel
algorithms for three typical thermostats for the NVT ensemble
with holonomic constraints. Numerical simulations for holo-
nomic constraints are demonstrated in section 3. Section 4
briefly reviews the SIN(R) algorithm and then proposes the
new version in the “middle” scheme, followed by numerical
examples in section 5. Concluding remarks are presented in
section 6.

2. THEORY FOR MOLECULAR DYNAMICS WITH
HOLONOMIC CONSTRAINTS

Consider a classical system with the (time-independent)
Hamiltonian, which we assume to be of standard Cartesian
form

LS
H(x p) = —p M 'p + U )
where M is the diagonal “mass matrix” with elements {mj} and p
and x are the momentum and position vectors, respectively.
The total number of degrees of freedom of the system is 3N;
therefore, x and p are 3N-dimensional vectors, and ff = 1/kzT is
the inverse temperature throughout the paper.

2.1. Unified Framework for Molecular Dynamics in
the NVT Ensemble without Holonomic Constraints. We
first consider two prevailing MD algorithms for the NVE
ensemble. The leapfrog algorithm for propagating a trajectory
of an NVE ensemble through a time interval At is

[2)-o-2)- 2
P P 0x(0) ()

“«— X -1 ﬁ
x(At) (0) + M p( 2 )At )

The Kolmogorov operators relevant to the evolution are

_ Ta-19P
Ly =—p M )
ouU ap
£p=2%
"= o op (s)

The evolution operator through a time interval At for the
leapfrog algorithm is then

eLAt ~ eLxAteLpAt (6)

and is applied starting with the initial conditions (x(0),
p(—At/2)). For the sake of convenience, the numerical
procedure for egs 2 and 3 for the leapfrog algorithm is denoted
“x-p”, in which the operations are in a right-to-left sequence by
following the convention established in the recent work on the
Langevin equation.’” Similarly the velocity—Verlet algorithm
reads

At oU At
P(?) < p(0) - m7 )

x(At) < x(0) + M p( S )At ®)

0 o) - 20

2) ax(an 2 ©)
which is denoted “p-x-p” with the operations in a right-to-left

sequence. The evolution operator through a time interval At for
the velocity—Verlet algorithm is then

e.CAt ~ e.CPAt/Ze.CXAteLPAt/Z (10)

In the unified theoretical framework that we have recently
. . 3,7,16-21,33
proposed, most conventional thermostat algorithms
for the NVT ensemble (for the system with no holonomic
constraints) can be included into either the velocity—Verlet
version of the “side” scheme

At
thermostat for half a time step >

(in which p(0) is updated)
ou At

P(%) < p(0) — mj

x(At) < x(0) + M_Ip(%)At

ﬁ) oUu At

p(at) < P( 2 ) (A 2

At
thermostat for half a time step >

(in which p(At) is updated) (11)

or the counterpart scheme of eq 11 which is based on the

leapfrog algorithm

o o) - 2

2 ) ax(0) 2

thermostat for a full time step At  (inwhich p(0) is updated)

P(%) < p(0) - %%

x(At) < x(0) + M-lp(%)m

(12)
The relevant evolution operator in the phase space for the
former scheme is

Side
GLAt o JLWAL _ LiAt/2, LA LA, LAY LiAt/2 (13)

while that for the latter is
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Side
e.CAt ~ eLLF At _ eLXAteLPAt/zeLTAteLPAt/z (14)

In eqs 13 and 14, L represents the Kolmogorov operator for
the thermostat. For the sake of convenience, we denote eq 11
“T-p-x-p-T” and eq 12 “x-p-T-p”, where the operations are in a
right-to-left sequence.

In the proposed “middle” scheme for the NVT ensemble (for
systems without constraints),'”"" it is suggested that

x(%] <« x(0) + M_lp(%]%

thermostat for a full time step At  (inwhich ( 5 ) is updated)

x(At) « x(%) + M“p(%)E

2
(13)
should be used to replace eq 3 in the leapfrog algorithm or eq 8
in the velocity—Verlet algorithm to construct eflicient thermo-
stat algorithms. That is, replace “x” by “x-Tx” for the leapfrog
and velocity—Verlet algorithms (for the NVE ensemble),

respectively. The leapfrog version of the “middle” scheme
(LE-Middle)"" reads

3] o-5 ) ao
X(%) < x(0) + M" p(At)A;

thermostat for a full time step At (in which p(%) is updated)

A\ L (Af)At
At) « x| = |+ M p| = |=—
x(A¢) X(z) P[z]z

(16)

where the relevant evolution operator in the phase space is

Middle
oLA o (LA _ LA LAt LAY LA (17)

We denote eq 16 “x-T-x-p” (LF-Middle), with the operations
in a right-to-left sequence. Slmllarly, the velocity—Verlet
version of the “middle” scheme'® produces

3]0 55

x(%) < x(0) + M*‘p(%)%

thermostat for a full time step At

[in which p(%) is updated)

{2
w0 o 3)-5 % (18)

where the relevant evolution operator is

Middle
GLAL o JLWAL LAY LAY2 Lost LAY LAY (19)

We denote eq 18 “p-x-T-x-p” (VV-Middle).
Consider the harmonic limit where the potential energy
function of the Hamiltonian eq 1 is

6058

Ukx) = (x — xeq)TA(x - xeq)/Z (20)

As long as the thermostat process leaves the Maxwell
momentum distribution unchanged, i.e.

oLrAt exp{—ﬂ[%PTM_lp]} = exP{—ﬂBpTM_lp]} (21)

it is straightforward to follow refs 8, 10, 11, 34, and 35 to prove
that the marginal distribution of the position (i.e. config-
uration) of the stationary state for the velocity—Verlet version
of the “side” scheme (eq 11) is the same as that for its leapfrog
based counterpart (eq 12), i.e.

sde = L1 Al oty - oam A |adx — x,
A= XP[ /5[2( o) [1 AM 4]A( H

(22)

while that for the “middle” scheme )either “LF-Middle” eq 16
or “VV-Middle” eq 18) is

e _ € exp[—ﬁ(%(x - x,) A(x — x,, )]

Zy (23)
where Zy and Zy are the normalization constants. Note that
“LF-Middle” and “VV-Middle” lead to the exact marginal
distribution of configuration in the harmonic limit.>'%"'"**%
It is easy to prove that for any system, “LF-Middle” and “VV-
Middle” lead to the same marginal distribution of configuration,
while the former produces a more accurate marginal dis-
tribution of momentum.'’ The thermostat algorithms in the
“middle” scheme are always more accurate and efficient than
those conventional ones in sampling configurational space for
general molecular systems.*>' '3

2.2. Molecular Dynamics for the NVE Ensemble with
Holonomic Constraints. When the system is subject to the

holonomic constraint
6(x) =0 (24)

where o(x) is an n,-dimensional vector as a function of the
position vector x, the time derivative of eq 24 implies the
following constraint for the momentum vector p

d o\,
Sox)=|=|Mp=0
4 o) (ax) p

The SHAKE*® and RATTLE? algorithms are two prevailing
approaches for solving the discretized equations of motion of a

(25)

molecular system in which certain holonomic constraints are
applied. The leapfrog version of the SHAKE algorithm for
propagating a trajectory in an NVE ensemble through a time
interval At reads

"(%) - "(_%) ) %At (26)
2(At) < x(0) + M~ (A )At

(27)
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_, Oo
0x(0)

solve A: G[i(At) +M /1] =0
_1 0o
0x(0)
At) 1 do
_— + —_
2 At 0x(0)

x(At) « %(At) + M A

)&f’( (28)

In “C,” (eq 28), 4 is the n-dimensional vector of
Lagrange multipliers, and the momentum update step
(i, the last equation of eq 28) can also be replaced by
P(%) - p(%) + LM(x(A1) - %(At)) or p(g) < LM(x(a1) - x(0))
(they perform similarly when double-precision numbers are
used, but the former is better in a typical single-precision
floating-point simulation®’). The first equation of eq 28 is
generally nonlinear. When the system only has triatomic
molecules such as water, the equation can be analytically solved
by the SETTLE algorithm.*® For general molecular systems, the
first equation of eq 28 can be numerically solved in an iterative
fashion using, e.g, Newton’s method. In Newton’s method, each
iteration step (for updating the solution vector A) reads

At

o5

2

_1 06 =

solve 4 : (Z:_:) M 5x(0) = —06(x)
sexeM -2 7
0x(0)
LA+ (29)

where the initial values for X and A can be set as X = X(At) and
A = 0, respectively. When the total number of holonomic
constraints is relatively small, the full set of the vector A (for all
constraints) can be simultaneously updated by the LU
decomposition. The numerical procedure is known as matrix-
SHAKE.” When the system involves a large number of con-
straints and the dimensionality of the matrix equation in eq 29
becomes high, one then often employs a simpler but
computationally less intensive iterative approach. For instance,
%>TM—1

replacing the full matrix ( p

0 by its diagonal elements

in eq 29, one obtains

- | (0o )1 9o,
solve A [l:zl [?]m 3x(0)

]’T = —g,(X)

1 a(fk — - (k = 11 nc)
XX+ — L i=1,n
i i m, ().’XT,(O) k( ) k)
(30)
Here x,(i = 1, n;) represents the positions of the n; atoms

involved in the kth constraint. One then treats all holonomic

3
solve 77, : lz [
i=1

0o, 1
ox,(At) | m, 0x(At)

<—E +[

do;,
ox,(Af)

B

(i =

6059

constramts in succession (in eq 30) during one cycle of the
iteration.”® The procedure in eq 29 or eq 30 is repeated until
some convergence criterion is satisfied for all constraints. The
SHAKE algorithm (eqs 26—28) is denoted “C,-x-p”, with the
operations in a right-to-left sequence.

The velocity—Verlet version of the RATTLE algorithm for
evolving a trajectory of an NVE ensemble through a time
interval At is

(At oU At
o) < r0 - s G
z(At) « x(0) + M~ p(Azt)At (32)
Ive 4: o 2(Af) + M=% 2| = 0
solve A: X ax(o) =
- -1 0o
C;: x(At) « x(At) + M dx(O)/l
At (At 1 0o
P (7) - P( 2 ) " At ox(0) (33)
5 At ou At
p(At) < P(T) T x(A) 2 (34)
Jo ! _1 - _
N solveﬂ:(ax(At)) [ (At) + (At)ﬂ] =0
p(At) « p(At) + ———— 6X(A )
(35)

In “C,” (eq 35), p is an n.-dimensional variable. The first

equation of eq 35 is equivalent to the linear system of equations
T

J M 'p(Ar)

T
Pt
(36)

It can be analytically solved for triatomic molecules (e.g,
H,0) by the SETTLE algorlthm When the total number of
holonomic constraints in the system is not large, because

do —1 do
(m) Mo
eq 36 can be straightforwardly solved using a Cholesky
decomposition. When a significant number of holonomic
constraints are imposed on the system, the iterative procedure
in eq 35 is not applied to all constraints simultaneously but to
each holonomic constraint in succession.”” That is, in each
cycle of the iteration, the momentum and solution vectors are

updated by
T
1z
)

Jo
ox(At)

do _
ox(an)”

Jo
ox(At)

solve p: (

is a symmetric and positive-definite matrix,

0o,
ox,(At)

ST

1, ﬂk)

(37)
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Equation 37 is analogous to eq 30 used in the position-
constraining step C,. The process in eq 35 or eq 37 is repeated
until all holonomic constraints have converged to within the
desired accuracy. The RATTLE algorithm (eqs 31—35) is
denoted “C,-p-C;-x-p”, with the operations in a right-to-left
sequence.

It is not difficult to show that the SHAKE and RATTLE
algorithms are closely related. As discussed in ref 51, the
similarity can be seen from eq 34 and eq 35 of the previous time
step that

At) oU At oo

b0 — -5 - x(0) 2 T ox(0)" 9

Substituting eq 38 into eq 31 and then eq 33, one obtains

o) -5 S sl )

(39)

Comparing eq 39 with the relation from eq 26 and eq 28 in
the SHAKE algorithm

(At) ( At) ouU oo (AS]
pl—1l<pl—| - At + —
2 2 ) ox(0) ox(0) | At (40)

One finds that the SHAKE algorithm is equivalent to the
RATTLE algorithm at the half step with Ag = Ay + ppAt, which
is simply a change of variables for the unknown Lagrange
multipliers. However, RATTLE satisfies both position and
velocity constraints while SHAKE only ensures that the posi-
tion constraints are satisfied.

2.3. Molecular Dynamics for the NVT Ensemble with
Holonomic Constraints. 2.3.1. Schemes for Conventional
Algorithms. In the unified thermostat framework,"”"" many
conventional algorithms®>*® for the NVT ensemble with
holonomic constraints can be included in the velocity—Verlet
version of the “side” scheme (eq 11) by applying the RATTLE
algorithm (eqs 31—35). Such a RATTLE version of the “side”
scheme reads

At
thermostat for half a time step > (in which p(0)

is updated) (41)
(B6) gy VAt
P( 2 ) PO 502 (42)
2(Af) < x(0) + M'lﬁ(%)m
olx _1 0o _
solve A: o{ (At) + M 3x(0) /l] 0
: X «— X -1_06
C;: (At) (At) + M 0X(0)/1
)42 2
P 2 P 2 At 0x(0) (43)
N At ou At
p(AL) < P(?) - ox(At) 2 (44)

thermostat for half a time step % (in which p(At)

is updated) (45)

do
ox(At)

T
do
solve pu: M7 p(At) + =0
g ( ) ["( : ax(At)"]
Cy:
(At) « p(At) + —2Z
P P ox(A t)”
(46)
In the unified framework, we can also include other conven-
tional algorithmslg”4 in the leapfrog version of the “side” scheme
(eq 12) by implementing the SHAKE algorithm (eqs 26—28).
Such a SHAKE version of the “side” scheme reads

5(0) (_g)_ oU At
P 727 x0) 2 #7)
thermostat for a full time step At (in which p(0)
is updated) (48)
At U At
SAL) _ 50) - OU_At
P( 2) PO~ 50 2 (49)
_i[ At
%(At 0) + M 'p| — |At
x(a) < x(0) + (5] o)
solve A: 6| %(At) + M do Al=0
' ox(0)
_1 Oo
Cp: At) < x(At) + M™! y)
el (A < s(an w2
) 4)- s
P 2 P 2 At ()X(O) (51)

We denote the RATTLE version of the “side” scheme
(eqs 41—46) “C,-T-p-C;-x-p-T” and the SHAKE version of the
“side” scheme (eqs 47—51) “C,-x-p-T-p”, with the operations in
a right-to-left sequence. Similarly, the constraint algorithm in
ref 52 would be denoted “T-C,-p-C;-x-p-T” in the “side” scheme.

2.3.2. Holonomic Constraints in the “Middle” Scheme.
Replacing eq 32 by

i(g) ~ x(0) + M‘lp(ﬁ)ﬂ
2 2 )2 (52)

thermostat for a full time step At (in which fy(%)

is updated)

%(At) « i(ﬁ) + M‘lﬁ(ﬁ)ﬂ

2 2)2 (54)

in eqs 31—35 leads to the counterpart (of RATTLE) in the
“middle” scheme for the NVT ensemble. We denote it “C,-p-
C,-x-T-x-p”, with the operations in a right-to-left sequence.
Similarly, one can replace eq 27 by eqs 52—54 in the SHAKE
algorithm (eqs 26—28) to obtain its counterpart in the “middle”

(83)
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Table 1. Tested Algorithms for the “Middle” Schemes for Liquid Water with Constraints

no VV-Middle
1 Cy-p-Cx-T-x-p
2 Cy-p-Cy-C-x-T-x-p
3 C,-p-C,x-Cp-T-x-p
4 C,-p-C,-Cy-x-C,-T-x-p
S Cy-p-Cx-T-Cyx-p
6 C,-p-C,-C-x-T-Cyx-p
7 C,-p-C,x-C)-T-Cyx-p
8 C,-p-C,-C-x-C,-T-Cyx-p
9 C,-p-Cix-Tx-Cyp
10 Cy-p-Cy-C-x-T-x-Cy-p
11 Cy-p-Cx-Cy-T-x-Cy-p
12 C,-p-C,-Cy-x-Cy-T-x-Cy-p
13 C,-p-C;x-T-Cy-x-p
14 Cy-p-Cy-C-x-T-Cyx-p
15 C,-p-C;x-C)-T-C;x-p
16 C,-p-C,-C-x-C,-T-C,x-p
17 C,-p-C,x-T-C,-Cyx-p
18 Cy-p-C,-C-x-T-Cy-Cyx-p
19 C,-p-C,x-C)-T-C,-C-x-p
20 C,-p-C,-Cy-x-C,-T-C,-Cy-x-p
21 Cy-p-Cx-T-Cx-Cy-p
22 Cy-p-C,-Cx-T-C;x-Cy-p
23 C,-p-C,x-C)-T-Cx-C,-p
24 C,-p-C,-C-x-C,-T-C;x-Cyp
25 C,-p-C;x-T-C,-C;x-C,p
26 C,-p-C,-C-x-T-C,-C-x-Cy-p
27 C,-p-C,x-C)-T-C,-C;-x-Cy-p
28 C,-p-C,-C;-x-C,-T-C,-C;x-Cy-p

LF-Middle
C,)-Cx-T-x-p
C,-C-x-Cy)-T-x-p
C,-C-x-T-Cyx-p
C,-Cy-x-C,-T-Cyx-p
C,-C-x-T-x-Cy-p
C,-C-x-Cy-T-x-Cy-p
C,-Cx-T-C,x-p
C,-Cx-C,-T-Cyx-p
C,-C-x-T-Cy-Cy-x-p
C,-Cy-x-Cy)-T-C,-Cy-x-p
C,-C-x-T-Cy-x-Cy-p
C,-C-x-C,-T-Cy-x-C,-p
C,-C,x-T-Cy-C-x-Cyp
C,-Cx-C,-T-C,-C;x-Cyp

=3
o

—_
— O 0 0 N O L B W N

—_ = =
A~ W o

scheme for the NVT ensemble, which is denoted “C,x-T-x-p”,
with the operations in a right-to-left sequence.

In addition to this straightforward approach to implementing
the SHAKE or RATTLE algorithms in the “middle” scheme, we
can construct various other versions, in which the position and
momentum satisfy the two equations (eqs 24 and 25) for
holonomic constraints at the end of the propagation through a
time interval At. Apparently, the position-constraining step C,
(eq 28 or eq 33) can be performed after a position-update step
“x”. Because the momentum-constraining step C, (eq 35) does
not change the position, it can be implemented after a position-
update step “x”, a momentum-update step “p”, or a thermostat
step “T”. All possible versions are listed in Table 1, and their
applications to the TIP3P model for liquid water and to the
Partridge—Schwenke model for a gas phase water molecule are
compared in Figures 1—4, as will be discussed in section 3. The
results in Figures 1—4 indicate that “C,-p-C,-x-T-x-C,-p” based
on the velocity—Verlet version, or “C,-C,-x-T-x-C,-p” derived
from the leapfrog version in the “middle” scheme is a
reasonably good choice. This simple version only involves
one position-constraining step and two momentum-constrain-
ing steps in the full propagation for At. Specifically, the criterion
is that step C, (eq 28 or eq 33) is added after “x-T-x” while step
C, (eq 35) is added after each momentum-update step “p” and
at the end of the full integrator for a time interval At.

We note that the geodesic BAOAB (g-BAOAB) algorithm
proposed in refs 25 and 26 is exactly the same as no. 28 (“C,-p-
C,-C-x-C,-T-C,-C,x-C,-p”) of the algorithms built upon
VV-Middle in the first column of Table 1 when “global”
Langevin dynamics is used as the thermostat. That is, the
g-BAOAB algorithm®>*° is a special case of and can be included
in no. 28 (“C,-p-C,-C;-x-C,-T-C,-C;x-C,-p”) of VV-Middle.
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Here, an important point about the “middle” scheme with
holonomic constraints should be made. Even when no
holonomic constraints are applied, for the “VV-Middle”
scheme, although its marginal distribution of positions is
more accurate, that of momenta is less precise than what the
“VV-Side” scheme®'’ or “VV-End” scheme'® leads to. Note
that in the “VV-Side” or “VV-End” scheme, the thermostat (T)
can be applied at the end of the step after the RATTLE (C,)
step. Thermostat operators, such as that for Nosé—Hoover
chains, simply scale the momenta, which does not affect the
RATTLE step, since this step is linear in the momenta.
Therefore, the scaled momenta emerging from the “T” step will
satisfy the same constraint condition as they did before,
provided that all of the momenta involved in the constraint are
coupled to the same thermostat. In the “middle” scheme, the
momenta are shifted in the “p” step after they are scaled in the
“T” step. Finally, they are adjusted by C, to satisfy the time-
derivative of the constraint. These adjustments are likely to
perturb the momentum fluctuations driven by the thermostat
and, hence, the Maxwell distribution of momenta generated by
the thermostat. In order to solve this problem, the scaling
factors from the thermostat that would be applied to the
momenta after the “p” and “C,” steps would need to be known.
However, these cannot be known until the result of the “p” and
“C,” steps on the momenta is known. In principle, this would
require a self-consistent iteration “T”, “p”, and “C,” steps if one
wishes to have consistent satisfaction of the constraints and the
scaling of the “T” operator at the end of the whole integration
step. This problem may cause difficulty when the constraint
force is applied in the first momentum-update step. However, as
explicitly discussed in section S1 of the Supporting Information,
applying the constraint force in the first momentum-update
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Figure 1. Results with different constraint algorithms of the VV-Middle scheme for liquid water with bond length constraints at 298.15 K. (Blue
squares are results obtained with At = 7 fs.) All units are kelvin. (a) averaged potential energy per atom (U(x))/(N,omks); (b) enlarged version of
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step in the “VV-Middle” scheme is not the only choice. Choices
that are more reasonable are introduced in section S1 of the
Supporting Information and used in the paper. On the other
hand, if the temperature (estimated from the kinetic energy) is
reported immediately after the “T” operator is applied, then the
iteration can be avoided at the expense of a small inconsistency
between “T” and “C,” at the end of the step. Another reason-
able choice is to use “LF-Middle” rather than “VV-Middle”,
if the marginal distribution of momenta is concerned. When no
holonomic constraints are applied, both “LF-Middle” and “VV-
Middle” schemes yield the same (accurate) marginal distribu-
tion of positions, but the “LF-Middle” scheme leads to more
accurate marginal distribution of momenta than the “VV-Middle”
scheme produces.' It is easy to prove that “LE-Middle” yields the
same marginal distribution of momenta as “PV-End” (position-
Verlet end) of ref 34, which has comparable accuracy to that of
the conventional “VV-Side” or “VV-End” scheme. (See Figure 2
of ref 34.) Figures 1 and 2 of ref 11 also imply that the accuracy
of the marginal distribution of momenta produced by “LF-
Middle” is comparable to that yielded by the conventional
“side” scheme. For the “LF-Middle” scheme with holonomic
constraints, the marginal distribution of momenta in the
unconstrained subspace is very close to that of the Maxwell—
Boltzmann distribution at the end of the whole integration step,
with some possible perturbation due to the last update step for
the positions. In some cases (e.g., all momenta are resampled
from the Maxwell distribution in each thermostat step “T”), the
conventional “end” or “side” scheme with holonomic con-
straints is probably better for estimating the marginal distribu-
tion of momenta than the “LF-Middle” scheme. Generally,
since only the positions and not the momenta are needed at the
end of the whole step to evaluate equilibrium properties, this
technical issue is not likely to cause a problem.

2.3.3. Global or Local Thermostats for Holonomic
Constraints. Special care should be taken in the thermostat
step “T” (i.e,, eq 41, eq 45, eq 48 or eq 53) for generating the
correct momentum distribution (at the end of the whole
integration step for At) that is consistent with the holonomic
constraint (eq 24) of the system. When a “global” thermostat is
employed, i.e, when the momentum for each particle is
changed by using the same thermostat parameter(s) in each
thermostat step, the numerical integrator for eq 53 for
constrained dynamics is similar to that for dynamics with no
constraints in cases when the iteration alluded to above is not
needed, the only difference being the application of the con-
straining steps C; and C,. This has already been demonstrated
by Lelievre et al>® for Langevin dynamics, as well as by
Ryckaert and Ciccotti*® for the Andersen thermostat and by
Kalibaeva et al.>* for the Nosé—Hoover chain thermostat, for
systems with holonomic constraints.

When a “local” thermostat is used for a system with
holonomic constraints, however, the numerical integrator for
the thermostat step “I” should be modified in order to generate
the correct canonical distribution of the momenta. A “local”
thermostat implies that the thermostat is applied only to some
(randomly) selected degrees of freedom at each thermostat step
and that different thermostat parameters are used for different
particles (or different degrees of freedom), as in the “massive”
Nose—Hoover chain thermostat. One can separate the
components of the momentum vector into two subspaces, the

. a6\ g1
constrained subspace {p <X) M p =0, and the uncon-

strained one. The thermostat process should maintain the
Maxwell distribution of the momentum components projected
in the unconstrained subspace. This is the most important crite-
rion when a “local” thermostat is employed for the system with
holonomic constraints. The simplest way to implement “local”
thermostats is to ensure that all momenta in a common constraint
are coupled to the same thermostat. However, we propose to lift
the restriction and employ the “massive local” thermostat where
each degree of freedom is coupled to a different thermostat.
The procedure to be discussed in the next paragraph is
generally applicable for any type of “local” thermostat, including
the “massive” NHC, the resonance-free SIN(R) algorithm, etc.

The constraint for the momentum at position x can be recast as

d ) -1 do )" -1/2 -1/2
x M'p= . M (M p) =0

(83)

. a6\’ -1/2 .
One can orthogonalize rows of (;) M to obtain an

orthonormal basis of the momentum space. The orthogonaliza-
tion procedure can be implemented through a QR decom-

1/206

position, i.e., by factorizing the matrix M™"""_= into a product

MY 2% = QR of an orthogonal 3N X 3N matrix Q and a
3N X n. matrix R for which R; = 0 for all i > j. Let P =
Q'™ ?p. One then obtains

o6 \"
R'P = (—6] Mp
ox (56)
The thermostat process must only be applied to the
unconstrained modes of P (j = n,+ 1, 3N), leaving the value
of R"P unchanged. Although R'P = 0 is exactly satisfied at the
beginning and end of the full integrator through a time interval
At, it is not required that it holds rigorously [ie., that the
constraint for the momentum (eq 57) be exactly satisfied]
before the thermostat step “T”. The thermostat step for a given
time interval ot reads

QR = M12%

Tag—1/
T: P—QM 12P
P« Therm(Pj, 8t),j=mn +1,3N

P < Ml/ZQP (57)

where the (conventional) thermostat process Therm(P, ot)
updates the unconstrained modes P, (j = n,+ 1, 3N) while no
thermostat process is applied to the constrained modes P
(j =1, 7n). The Maxwell momentum distribution in the
unconstrained subspace then remains invariant after the
thermostat process.

3N

DX

j=n+1

= exp —ngM_l/2

n.Xn QTM_I/ZP
L3N—n)x(3N-n)

(s8)
The computational cost for the QR decomposition is

O(3Nn.?) by using the Householder transformation. An alternative
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method was previously proposed in ref 57 for “local” sto-
chastic thermostats, which recovers the Maxwell distribution
before the thermostat step, and then applies the constraints. The
projection method (eq 57) involves the QR factorization and
multiplication of matrices and vectors, while the distribution-
recovering method introduces additional cost for velocity-
constraining steps and the thermostat process for all those
degrees of freedom involved in the constraint(s). The projection
method (eq 57) is not limited to stochastic thermostats and can
also be conveniently used in deterministic thermostats.

Below, we use three typical thermostats as examples for
demonstrating algorithms for systems with holonomic con-
straints.

2.3.3.1. Andersen Thermostat. The thermostat step (with
no constraints) in the Andersen thermostat is

e 1D it <1 = e i=1, 3N

Here v is the collision frequency, 6; is an independent
Gaussian-distributed random number with zero mean and unit
variance, m; is the mass of the jth degree of freedom, and y; is a
uniformly distributed random number in the range (0, 1) and
may be different for each particle.

The thermostat step in the “local” Andersen thermostat

where {/4;} are not the same for all particles reads

When the Andersen thermostat is applied “globally”, {y;} is
reduced to only one random number 4 that determines whether
the momentum of all degrees of freedom are changed simul-
taneously, i.e.,

i T A
T:ip < |—0,j=T3N,ifu<1—e"™
4 p (61)

One can straightforwardly implement eq 61, rather than eq 60,
in the “global” case for systems with holonomic constraints.
2.3.3.2. Langevin Dynamics. When Langevin dynamics is
employed as a thermostat, the thermostat step “T” represents
the Ornstein—Uhlenbeck (OU) process, of which the equations
of motion are
0

(P] " |-+ F y'M ()
P (62)

where y is the friction coefficient matrix and 7(t) is the white-
noise term with the correlation function of the elements
(@:()7(t')) = 6;6(t — t'). The analytical solution to the OU
process (eq 62) for a time interval At produces

|
. _1/206 T:p—cp+c, |—M'7
QR=M ""— \ B (63)
P QM where the coefficients ¢, = ¢ " and ¢, = (1 — ¢,cT)V2, n is the
T: : vector of independent Gaussian-distributed random numbers
P~ -6, if,u]. <1 —eA j=n +1,3N with zero mean and unit variance, which is different for each
B degree of freedom and each invocation.
When the Langevin thermostat is applied locally for systems
1/2 g PP 4 Y
p—MTQP (60) with holonomic constraints, the thermostat step becomes
_1/200
R=M"2Z
R ox
P~ QTM—I/ZP
T:

_ 1 _ [
P~ Q'™ I/ZCIMI/ZQP)j + \/;(QTM I/ZCZMI/Zﬂ)j,j =n¥1L,3N

where (Q"M™"?c,M'>QP); or (Q"M™"/>c,M"n); represents
the jth element of the corresponding vector.

In contrast, when the Langevin thermostat is used globally,
i.e., the friction coeflicient matrix y is the product of a scalar
parameter and an identity matrix, the thermostat step (the OU
process) for systems with holonomic constraints can be the
same as the one for systems with no constraints (i.e., eq 63 with

y reduced to a scalar constant).
2.3.3.3. NHC Thermostat. In the “local” NHC thermostat

(which is also called the “massive” NHC”*®) each degree of
freedom is coupled to a different Nosé—Hoover chain. When
applied to systems with holonomic constraints, the equations of

motion of the “local” NHC are
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1/2
p < M'°QP (64)
x=Mp
U 1 .4, T -1/2 , 00
= - - —M dia, M + —A
x T Q Qdiag(p, )Q P+
P,
PO
]
Qi
P,
I.’m(‘) = Pi2 — kT — sz Py®
2 (i=n+1,3N)
b P T — 0 0 =2 Myge = 1)
) = —— = k' = —p 0 =2, Mypc —
K Qj—l Q;‘+1 K
e
by = = kT
NHC QMNHC—I
(65)
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where diag(p,,) = diag{0,-,0, p,7 (ne +1) © Py}, and My

pairs of additional variables {77/ ) p'/(i)}(] =1, Myyc) in the
7

“Nosé—Hoover chain” are coupled only to the unconstrained
degree of freedom of the normal-mode momentum P; =
(QTM_I/Zp)i (i = n, + 1, 3N). For the equations of motion in
eq 65, the conserved quantity is

3N Myyc P (x

pM_p+U(x)+ Z Z

i=n+1 j=1 ]

t)

(66)

When the “local” NHC is used, the algorithm for the
thermostat part for a finite time interval At reads

p,0 < P,0 + G A
Minmc "MNHC Myrc 5
p,0 < o exp| - P 2,
O < B0
) Q,, 4

P o
P < p0+ G;m;a (G =Mwc—11)

O
) <P, expl— e
Py = Py Q

j+1 4

0 0
] ]

(a =T, ngy)

(k=1, NREspa)

(i=n +1,3N)

p"/(jr)l 5{1
i) < i) € —
P,,f() Pni() Xp| — Q—j+1 4
% G- ThMge =)
P,,jm « Pq]w + G Y J =1, Myuc
pﬂ/(fl O
P, < P, Xp| — -
) 1 Q4
- o %
p,o p”ﬁLHc Mync™
(67)
where
G = p* — kT
p(,z (i=n +1, 3N)
G(l) = kyT(j = 2, Myuc)
Q_,
j
(68)

Here, we use RESPA'”*” to divide an integration step for the
NHC thermostat into ngggps equal parts, and implement the
Suzuki—Yoshida decomposition framework®*™®” to further
divide each part into ngy smaller parts with different weights
{w,}. The value of ngy depends on the order of the Suzuki—
Yoshida decomposition. Throughout the paper, the sixth order
Suzuki—Yoshida factorization is employed. In this case, ngy = 7
and

w, = w, = 0.784513610477560
w, = ws = 0.235573213359357

wy = wy = —1.17767998417887

w=1—w —w, —wy— w, — wg — w, (69)

The parameter

Y at
"RESPA (70)
is the time step size for the a-th of the ngy smaller parts.

In contrast, in the “global” NHC the whole system is coupled
to only one chain.” The equations of motion for the “global”
NHC are

o, =

a

x = M_lp
oU(x) p'71

o= T T %0
b x  QF a

S ppp—
= a(] = I, Mync)

S B
h= D0 - (N = kT -
K i=1 Mi Qz K
2
M1 M1
B = — kT — (=2 Myc - 1)
QL Q"
2
_ Mxpc-1 kT
"IMNHC QMNHC“ (71)

When the “global” NHC is used for systems with holonomic
constraints, the algorithm for the thermostat part in the “global”
NHC for a finite time step At reads

(3

< GMNHC_
TMNHC TMNHC 2

B, < B el o
Q}+1 4

5 S
P,,j‘_Pﬂj"'sza (=Mwuc - L1)

P Y
U (NG

b,
0o+ 65 G = 1, Mygc) (a =T, ngy)

j [
(k=1 ”RESPA)

(i=1,3N)
1

B < pexp _i
i i Q a

37/'“ 5(1
—p exp| —————
KN A BT
)
Bk *O5

pqi“ 5(1
p < p exp|———-=
y By Q. 4

)2 <P
TMNHC TMNHC

(=Mwuc—L1)

a
GMNHC?

(72)
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where

3N 2

Glzzpi

— — (3N — n)kgT
i=1 i

N (i=1,3N)
M1
Gj =

- kBT(j =2, MNHC)
i—1

(73)

3. RESULTS AND DISCUSSION FOR MOLECULAR
DYNAMICS WITH HOLONOMIC CONSTRAINTS

3.1. Numerical Performance of the Algorithms in the
“Middle” Scheme. As described in section 2.3, various ways
exist for inserting the position-constraining step C; and the
momentum-constraining step C, into the unstrained MD
integrator(s) such that the two equations (eqs 24 and 25) for
the holonomic constraint are satisfied at the end of the
propagation through a time interval At. Table 1 lists all possible
versions built upon the SHAKE/RATTLE algorithms in the
“middle” scheme. We have implemented all these versions into
the molecular simulation software AMBER (version 2018) to
investigate the numerical performance. We have run MD
simulations for liquid water at T = 298.15 K for a system of 216
water molecules in a box with periodic boundary conditions
applied using the minimum image convention. The TIP3P
force field is employed for the water model. We use “global”
Langevin dynamics in the thermostat step “I”, where the
friction coefficient is y = 5 ps™" for all degrees of freedom. The
O—H bond lengths are constrained at 0.9572 A. The H—O-H
angles are constrained at 104.49 degrees. After equilibrating the
system for 500 ps, 20 MD trajectories with each propagated up
to ~5 ns are used for estimating thermodynamic properties.
The time interval is At = 7 fs that is close to the largest possible
value for the numerically stable evolution of the MD trajectory.
The converged results are obtained with the time interval At =
0.5 fs, which are used for the reference for comparing the
numerical behaviors of all versions in Table 1. Figures 1 and 2
demonstrate that most versions perform similarly, even when
the time interval At is large. It is interesting to see in Figure 1
that no. 28 (“C,-p-C,-C;-x-C,-T-C,-C;-x-C,-p”) in the first
column of Table 1 (which, since “global” Langevin dynamics is
used, is equivalent to the g-BAOAB algorithm of refs 25 and 26)
does not demonstrate better performance than most other
versions in configurational sampling.

We have also tested other liquid water models, including the
POLI2VS model-a polarizable and flexible force field for liquid
water.”® The results are very similar to those in Figures 1 and 2.
(See section S3 of the Supporting Information).

In addition to liquid water, we test all versions in Table 1 for a
gas-phase system—a single H,O molecule at 300 K. We use the
accurate potential energy surface developed by Partridge and
Schwenke from extensive ab initio calculations and experimental
data.®* As the explicit form of the PES is available, the forces can
be computed analytically. The O—H bond lengths are
constrained at 0.95784 A, leaving the bond angle uncon-
strained. The “global” Langevin thermostat is employed, where
the friction coefficient y is ~830 ps~' (0.02 au) for all degrees of
freedom. After equilibrating the system, 100 trajectories with
each propagated up to ~2.4 ns are used for estimating the
energies. In Figure 3 and Figure 4, the results obtained from the
algorithms (of Table 1) are compared for At ~ 6.41 fs (265 au),
which is a time interval close to the largest value for numerically
stably propagating a MD trajectory. The converged data are
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obtained with the time interval at ~0.24 fs (10 au), which are
used as a reference for comparison. Figure 3 implies that no. 28
(“Cy-p-Cy-C1-x-C,-T-C,-C;%x-C,-p”) in the first column of
Table 1 (i.e., gzBAOAB when the global Langevin thermostat is
used) does not necessarily perform better in configurational
sampling than most other versions based on “VV-Middle”. The
error of a single gas-phase H,O molecule in Figures 3 and 4 is
much larger compared to that of liquid water in Figures 1 and 2.
This is because all intermolecular modes are frozen in the liquid
water simulation while the H-O—H angle bending motion is
allowed in the simulation of a single gas-phase H,O molecule.
The intramolecular interaction energy (per atom) is significantly
larger than the intermolecular interaction energy (per atom).

Figures 1-4 demonstrate that it is not necessary to apply con-
straints after every substep (“x”, “p”, or “T”) during the prop-
agation through a time interval At. We note that the version (in
Table 1) that will exhibit the best performance will depend on
the specific system of interest, but most versions produce compara-
ble accuracy. Because the constraining steps C, and C, often
involve additional computational overhead, it is preferable to
include as few of these as possible so long as acceptable accuracy is
obtained. This is our criterion used for selecting the algorithm. For
the purpose of configurational sampling, Figure 1 and Figure 3
demonstrate that no. 9 (“C,-p-C,-x-T-x-C,-p”) of those versions
constructed upon VV-Middle (in the first column of Table 1) is a
reasonably good choice, while Figure 2 and Figure 4 suggest that
no. § (“C,-C,-x-T-x-C,-p”) of the versions derived from LF-Middle
(in the second column of Table 1) is a useful option. (Note that
most NVT ensembles of interest are for condensed phase systems.)
Throughout the rest of the paper, for MD with holonomic
constraints, we use “C,-p-C;-x-T-x-C,-p” (no. 9 of the first column)
as the default VV-Middle version and “C,-C,-x-T-x-C,-p” (no. §
of the second column) as the default LF-Middle version.

3.2. Comparison between Conventional Algorithms
and Those in the “Middle” Scheme for Holonomic
Constraints. We then apply the “middle” scheme to several
typical systems with holonomic constraints, including a model
system, liquid water, and a biological molecule (alanine
dipeptide) solvated in implicit solvent. For comparison we
also apply the RATTLE version of the “side” scheme (“C,-T-p-
C,-x-p-T” as described by eqs 41—46), as well as the “default”
Langevin thermostat algorithm for constrained MD in the
AMBER molecular simulation software (i.e., set the flag ntt = 3
in AMBER). The latter employs the BBK algorithm'*®

~(é£)_ 1 — " At/2 (_éi) At
P2 1+ yBBKAt/ZP 2 1+ y"At2

__9u_ 12
[ e
%(At) = x(0) + M_lfa(%)At

-0

_, 0o
0x(0)

[2) %)+ Lo
P13 P13 At 0x(0)

DOI: 10.1021/acs.jpca.9b02771
J. Phys. Chem. A 2019, 123, 6056—6079

ZyBBK

BAt

_1 Oo
0x(0)

solve A: o(i(At) +M

A

x(At) « %(At) + M

(74)


http://pubs.acs.org/doi/suppl/10.1021/acs.jpca.9b02771/suppl_file/jp9b02771_si_001.pdf
http://dx.doi.org/10.1021/acs.jpca.9b02771

The Journal of Physical Chemistry A

Liquid water at 298.15 K

Fluctuation of the kinetic energy per atom (K)

(TIP3P model)
-1520 — — 11—
. —&—At=7 fs
-1530 [ ——converged results |]
£-1540 | ]
2 r
< r B
= L :
8-1550 - 3 ]
> [
20 Fo
2-1560 i R
o i
E
=-1570 | ]
L ;
ke |
-1580 | (). 3
-1590 1
2 4 6 8 10 12 14
Algorithm index
Liquid water at 298.15 K
~ (TIP3P model)
\% 17.2 ] T T I I I I I I
£ L | TEAET s
% ——converged results
5 17 L | i T T i
.
o)
20
Q
5 168 | i
=
5 |
2 16.6
2 L
o
=) L
§ 16.4
= L
2 S : Pl i
13 o s P i
E 16.2 i i I I [ I T S I
2 4 6 8 10 12 14
Algorithm index
Liquid water at 298.15 K
(TIP3P model)
330 A I O S S S
: | EAET s ]
325 L ——converged results |]
s 320 .
8
< i ]
g 315F ]
= [
>
o L
g 310+ ]
=
b5 [
2 [
o 305G ]
R [ 1
M K
300 - ]
295 i | [ | \ L \ | [ | \ |
2 4 6 8 10 12 14
Algorithm index
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where y®*K is the “global” friction parameter in the BBK
algorithm, 7 is the vector of independent Gaussian-distributed

random numbers as already defined in eq 63. Given the unified

10,11,34
k, L

thermostat framewor it is straightforward to prove that

6067

the BBK algorithm (eq 74) is equivalent to the SHAKE version
of the “side” scheme (“C,-x-p-T-p” as described by eqs 47—51),
when one uses the “global” Langevin thermostat with the
conventional friction constant y satisfying the relation
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Figure 3. Same as Figure 1, but for a single gas phase H,O molecule at 300 K, without enlarged panels. (Blue squares are results obtained with At =

641 fs.)

BBK 2 —yAt\—-1 —yAt
=1+ 1-
v At( )T (1 =) (75)

That is, the BBK algorithm is simply a special “global”
Langevin dynamics algorithm in the SHAKE version of the
“side” scheme of the unified thermostat framework.'%****

3.2.1. Harmonic System Subject to a Linear Constraint.
Consider a harmonic system consisting of two 1-dimensional
particles (masses are 1 au, characteristic frequencies @ = 1 au, at
inverse temperature f = 1)

L)

1,
Ux) = —x; + —x
( ) 2 1 ) 2 (76)
The constraint function is
o(x) =%, — x, (77)

For demonstration, we implement the “global” Langevin
thermostat with the friction coeflicient y = 1 au, as well as the
“local” Andersen thermostat with the collision frequency v = 1 au
and the “massive” NHC thermostat with the inverse of

6068

characteristic time 7' = (20At)™! au. Figure S shows that
the algorithms derived in the “VV-Middle” scheme lead to
accurate averaged potential energy results that are relatively
insensitive to the time interval, while the “side” scheme does
progressively worse as At increases, regardless of which type
of thermostat is employed. This agrees with the conclusion
for cases with no constraints presented in our previous
papers, 10113435

3.2.2. Liquid Water (POLI2VS Model) with Constrained
Bond Lengths. We use a flexible and polarizable force field—
the POLI2VS model for liquid water.”> MD simulations are
carried out at T' = 298.15 K for a system of 216 water molecules
in a box with periodic boundary conditions applied using the
minimum image convention. The density of liquid water is
0.997 g-cm™>. The charge—charge, charge—dipole and dipole—
dipole interactions are treated using the Ewald summation,
while the repulsion—dispersion forces and the electrostatic
interactions including quadrupoles are cut off from 9.0 to 9.1 A
with the smoothing function. We employ the “global” Langevin
thermostat with the friction coeficient y = 8 ps™', as well as the
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“local” Andersen thermostat with the collision frequency v =
S ps~' and the “massive” NHC thermostat with the inverse of
characteristic time 7' = 2.84968 ps™'. After equilibrating the
system, 20 MD trajectories with each propagated up to 100 ps
are used for estimating thermodynamic properties. When O—H
bond lengths are constrained, the values of two O—H bond
lengths of each water molecule are fixed at 0.917 A—the
optimal O—H bond length for a water monomer. Figure 6
shows that “VV-middle” is more accurate than the “side”
scheme for the potential energy results as the time interval
increases, irrespective of which type of thermostat is used.
3.2.3. Liquid Water (qSPC/Fw Model) with Constrained
Bond Lengths and Constrained Bond Angles. We have
implemented both velocity—Verlet and leapfrog versions of the
“middle” scheme in AMBER (2018 version). The g-SPC/Fw
liquid water model® in AMBER is used for testing the
performance. The temperature is T = 298.15 K and the density
is 0.997 g-cm ™. Classical NVT simulations are carried out for a
system of 216 water molecules in a box with periodic boundary
conditions applied using the minimum image convention.
In each molecule, the two O—H bond lengths are constrained
at 1.0 A, and the bond angle H-O—H is constrained at

6069

109.47 deg. We compare the numerical behavior of four
thermostat schemes, which are the “default” scheme in
AMBER®” with Langevin thermostat (the BBK algorithm),
“LE-Middle”, “VV-Middle”, and “Side” (ie., “C,-T-p-C,-x-p-T”).
The thermostat in each of the last three schemes also employs
“global” Langevin dynamics. The thermostat parameter
(friction coefficient y) is S ps™ for all the particles in the simu-
lations. After equilibrating the system, 20 MD trajectories with
each propagated up to 2 ns are used for estimating thermo-
dynamic properties. Figure 7a indicates that either version in
the “middle” scheme is superior to both the “default” Langevin
thermostat algorithm'” in AMBER and the “side” scheme for
sampling the marginal distribution of the configuration for the
constrained system. Figure 7b also demonstrates that “LF-
Middle” leads to a reasonably accurate estimation of the kinetic
energy.

3.2.4. Alanine Dipeptide Solvated in Implicit Solvent. We
use AMBER (2018 version) to run simulations for alanine
dipeptide solvated in implicit solvent of the generalized Born
(GB) model.®*”7° Both the default Langevin thermostat
algorithm19 of AMBER and “VV-Middle” are used. The
“global” Langevin thermostat is employed with the friction

DOI: 10.1021/acs.jpca.9b02771
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Figure S. MD results for the two-dimensional harmonic system
with linear constraints: (a) averaged potential energy (unit: au) and
(b) averaged kinetic energy (unit: au). Statistical error bars are
included.

coefficient y = 1 ps™' for all the particles. Replica exchange
molecular dynamics (REMD)”" is used for accelerating the
sampling. We employ 10 temperatures from 273 to 600 K by
equally distributing the inverse temperature. The replica
exchange is performed every 20 ps. After equilibration of the
system for 1 ys, 20 REMD trajectories with each propagated up
to 2 s are used for estimating the properties. Bond length
constraints are applied to the bonds that contain hydrogen
atoms. The potential of mean force (PMF) for the y torsion
angle at 300 K (as shown in Figure 8) is calculated using
the weighted histogram analysis method (WHAM).”” As shown
in Figure 9 on the PMF barriers and Figure 10 on the
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average potential energy and its fluctuation, the “middle”
scheme leads to accurate results that are relatively insensitive to
the time interval, while the “default” scheme in AMBER
becomes progressively less accurate as At increases. When the
time interval At is 3 fs, the “middle” scheme still produces
accurate results at the same temperature. In contrast, as shown
in Figure 10 the deviation of the result produced the “default”
scheme in AMBER with At = 3 fs from the converged one at the
same temperature can be even larger than the difference
between the converged result and the one at its neighbor
temperature.
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4. THEORY FOR ISOKINETIC CONSTRAINTS IN THE
“MIDDLE” SCHEME

Nonholonomic constraints that include momenta as variables
are also widely used in MD for the NVT ensemble. Here we use
the isokinetic constraint as an example to demonstrate the
application of the “middle” thermostat scheme. Minary et al.
introduced Iso-NHC-RESPA,”” a MTS (multiple time-step)
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Figure 8. Potential of mean force (PMF) for the torsion angle y for
alanine dipeptide solvated in an implicit solvent model at 300 K, (Unit:
kelvin).

algorithm originated from the reference system propagator
algorithm (RESPA),'”” based on the NHC approach
combined with a set of isokinetic constraints which controls
resonance problem thereby allowing an increase in the outer
time step in MTS schemes. Leimkuhler et al. replaced the
thermostat chains in the Iso-NHC-RESPA scheme with the
Nosé—Hoover—Langevin method,”® which allows an increase
in the efficiency without a reduction in the outer time step. This
method is referred as Stochastic-Iso-NH-RESPA [SIN(R)].*
In the paper we focus on SIN(R).

Consider a system with the Hamiltonian in eq 1. For each
degree of freedom i =1, 3N of the system, a system of
stochastic equations of motion is introduced as

. _ B
X = —
m;
aUu
= ——— — Anp
' Ox; #
1)1(,15) = _ﬂi"l(,’? - véﬁ.)vl(,’?
o QU - kT TANO
iy, = — 1, + 20,10
a pQ,

(78)

with an isokinetic constraint on each degree of freedom taking
the form

2 L

B L
w T

20 = Lk, T
l L+1 (vl,z)Ql B

(79)
where k = 1, L labels the thermostat variables, y is the friction

coefficient, Q; and Q, are thermostat coupling parameters, and
A; is a Lagrange multiplier for enforcing the isokinetic
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constraint, whose explicit expression can be obtained by ou 9U;  ou
differentiating the equation o ox + ox (83)
2pp .i (k) () — Define
L Z Q1 1,i 11 -
m; + 1 (80) iﬁ
m; 0x;
Substituting the second equation of eq 78 into eq 80 leads to j’i?l? =- pz (o2
2p( ou 2L (*) B _ 0, (k) m T Zk ) (84
—-—-p vy = v
m, axi zg L+1 ZQllz( 21 ) ﬁﬁUs
m; Ox;
_ /1(5) [ i O
=0 (81) . [ + LY Q)
which produces the solution for 4, m L1 Sk=1ER (85)
BoU B, and
A__;dx L+1Zk1Ql2 ) ®) (2
i p (k) A _ L_sz 1Q1V21(vl )
w T e 7 Zim Q0 (82) BN i
m | L+l Zk 1 Ql(v(k))z (86)
MTS decomposes the force into a fast component and a slow '
one such that 4, = /1,(’ + /1(5) + A;n- From eq 78 we obtain
6072 DOI: 10.1021/acs.jpca.9b02771
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eq 87 can be recast into 5 parts
X; P 0 0
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The relevant Kolmogorov operators are as follows:
_10p
L — _ TM 177
SR (89)
aN | U P
D
L(f) — Z + ﬂ(f)p] (f) (k)
p i,F k
i=1 | axt api k=1 vl(l)
(90)
aN |
oy, [s)
(), _ (s) (s) (k) 4
‘£P = Z ax /LF ,] P Z (k)
i=1] ! [ 1,i
(91)
k k). (k
‘LNp - z I:)“t Np_ + z (/11 Nvl(l) 2(1) 1(1)) (k)
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k
k=1 o) (92)
3N L y azp
(k)
"EOp Z Z (k) (y 21p) + ﬂQ_ (k)Z
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Suppose At = ndt, with At and 6t as the outer and inner time
intervals (or steps), respectively. The original version of
SIN(R)* employs the following propagating order

LAt

@ © )
LA o Lndt/2, L5t/24 LN L61/2, Lodt, Libt/2, L61/2, Lyot/2

" " _
X (eDx0 2 LY0t12, L3t/2 Lot L5112, L0112, Lt/ 2n=2

) s)
Lydt/2, LY5t/2, L,5t/2, Lodt  L,t/2, LYot/ 2+ LOA2 Lyst/2
(94)

Xe
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As we have already pointed out in refs 10,11 on the unified
thermostat framework, it is always advantageous to leave the
thermostat part(s) in the middle of the whole numerical
integration for a time interval to gain efficiency and accuracy in
sampling the configurational space. It is then natural for one to
apply “VV-Middle” to propose the propagating order

LAt

) ) 0
LA o (L824 LIA2 L51/2 Lydt/2, Lopt  Lndt/2, Libt/2, L5t/

(1) () _
% (eLP ét/zeLxét/zeLNét/zeLO&eLN&t/zeLx&/zeLP ét/z)n 2

% eLiﬁar/26ant/zeLN&t/zeLoazeLNat/zeanz/zeLg>5t/z+L§>At/z
(95)
which is denoted “VV-Middle-SIN(R)” throughout the paper.
We note that it is also straightforward to implement the
leapfrog version of the “middle” scheme (“LF-Middle”) to
obtain the propagating order

LAt

0
. o Lx0t/2  Ldt/2 Lodt, Lydt/2, L,5t/2 Lt

("), —
X (e.Cxét/Ze.CNét/Ze.CO&teLNﬁt/Ze.Cxét/Ze.CP 5t)n 2

) (s)
Lxét/zeLNét/2eL06teLN6t/2eLx6t/zeLP ot+ LAt

X e (96)

which is expected to share the same efficiency and accuracy for
configurational sampling as eq 95. Below we focus the
discussion on eq 95.

When conventional thermostats, such as the Andersen
thermostat, Langevin dynamics, and NHC, are used with
MTS in “VV-Middle”, the Kolmogorov operators relevant to
the evolution are

_10p
-C I TM 1YF
=P 97)
0,2 %%
P ox dp (98)
16, = %Y
P ox dp (99)

and L is defined according to the specific thermostat. The
propagating order is then

LAt

(s) () (f) (s)
e eLP At/z(eLp 6t/2eLx6t/2e£T5teLx5t/zeLp 6t/2)ne£P At/2

(100)

which is denoted “VV-Middle-MTS” throughout the paper.

Finally, we note that these schemes are all easily generalizable
to implementation with more than two time steps as was done
in ref 49.

5. RESULTS AND DISCUSSION FOR SIN(R)

We use a system of liquid water to run numerical simulations
for comparing SIN(R), “VV-Middle-SIN(R)”, and “VV-
Middle-MTS”. We use POLI2VS—a polarizable and flexible
force field for liquid water.”> MD simulations are carried out at
the temperature 298.15 K with a liquid density of 0.997 g-cm™
for a system of 216 H,O molecules in a box with periodic
boundary conditions. The charge—charge, charge—dipole, and
dipole—dipole interactions are treated by the Ewald summa-
tion, while the repulsion—dispersion forces and the electrostatic
interactions including quadrupoles are cut off from 9.0 to 9.1 A
with the smoothing function. When SIN(R) and “VV-Middle-
SIN(R)” are employed, L = 4 sets of thermostat variables are
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(U(x))/kg (unit: kelvin) (b) fluctuation of the potential energy

JU®)?) = (URX)Y /ky (unit: kelvin).

coupled to each degree of freedom, the thermostat coupling
parameters are chosen as Q, = Q, = kzT(0.01 ps)* and the
friction coefficient is chosen as y = 5 ps™. We use y = 5 ps™" for
Langevin dynamics in “VV-Middle-MTS”. After the system
approaches the equilibrium, 20 MD trajectories with each
propagated up to 100 ps are used for estimating thermodynamic
properties. In MTS, the force derived from the intramolecular
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Figure 11. MD results for the average potential energy per atom
(U(x))/(Nyomkp) (unit: kelvin) of liquid water at T = 298.15 K as a
function of the outer time step At when inner time step is fixed at Jt =
0.1 fs: (a) At in the range 0.5—60 fs and (b) At in the range 0.5—4 fs.

bonds and angles is treated as the fast component, while the
force obtained from the Lennard-Jones and electrostatic
interactions is employed as the slow component. At and 6t
represent the outer and inner time steps. For a proof of concept,
this simple two time-step scheme is sufficient. It is easy to
generalize to cases when three time steps are used, with the
middle and outer time step applied to short-range nonbonded
and long-range nonbonded interactions as was done in ref 49 to
show the type of high performance that is what the SIN(R)
algorithm, being a resonance-free MT'S algorithm, was designed
for. In a future publication, we will demonstrate the
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Figure 12. Same as Figure 11, but for the inner time step 6t = 1 fs.

performance for MTS decompositions, exploiting the time-
scale separation between short- and long-range forces, which
allow even larger time steps.

Figure 11 or Figure 12 shows the results when the inner time
step is fixed at 6t = 0.1 fs or 6t = 1 fs but the outer one At varies.
In this case SIN(R) and “VV-Middle-SIN(R)” perform simi-
larly as the outer time step At increases. Figure 13 demonstrates
the results when the outer time step At is fixed at 1, 2, or 4 fs
but the inner one &t changes. Consider the (average) potential
energy (per atom) with the outer time step At fixed at 2 fs as
shown in Figure 13b. “VV-Middle-SIN(R)” and SIN(R) lead to
almost the same result for 6t = 0.1 fs, which we use as the
reference. The largest deviation from this reference produced
by “VV-Middle-SIN(R)” is less than 7 K, while that yielded by
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Figure 13. MD results for the average potential energy per atom
(U(x))/(Nyomks) (unit: kelvin) of liquid water at T = 298.15 K as a
function of the inner time step ot while using different fixed values for
the outer time step: (a) At =1fs, (b) At=2fs, and (c) At =4 fs.

SIN(R) can be more than 35 K. Figure 13c demonstrates that
the same property for “VV-Middle-SIN(R)” is less than 11 K and
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Figure 14. Comparison between the multiple time-step scheme and
constrained dynamics. MD results for the average potential energy per
atom (U(x))/(Nyomks) (unit: kelvin) of liquid water at T = 298.15 K
as a function of the time step (outer time step At for the multiple time-
step scheme). The inner time step &t is fixed at 0.1 or 1 fs for the
multiple time-step scheme: (a) At in the range 0.2—60 fs and (b) Atin
the range 0.2—6 fs.

that for SIN(R) is more than 64 K. Overall, “VV-Middle-SIN(R)”
leads to more stable and accurate results than SIN(R) does as
the inner time step increases.

We then use the same system to compare the “VV-Middle-
SIN(R)” approach with dynamics with holonomic constraints
in the “middle” scheme as described in section 2. In constrained
MD simulations with the POLI2VS water force field, the values
of two O—H bond lengths of each water molecule are fixed at
0.917 A when intramolecular O—H bond lengths are con-
strained, and the value of the H-O—H bond angle in each
water molecule is fixed at 104.508° when the intramolecular
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H—-O-H bond angle is frozen. We consider four cases:
(1) “VV-Middle-SIN(R)” with the inner time step fixed at 5t =
0.1 fs; (2) “VV-Middle-SIN(R)” with the inner time step fixed
at 5t = 1 fs; (3) step where only (intramolecular) O—H bond
lengths are constrained (but the bending motion is allowed);
(4) step where both intramolecular O—H bond lengths and H—
O—H bond angles are constrained (i.e., intramolecular bending
and stretching vibrational motions are frozen). As shown in
Figure 14 for the (average) potential (per atom), MD with
holonomic constraints in the “middle” scheme (as described in
section 2) performs similarly as the time interval (step size)
changes and can lead to results that are relatively insensitive to
the time interval. In comparison, “VV-Middle-SIN(R)” can
employ a much larger (outer) time step without breaking down
the propagation of the trajectory if the (lower) accuracy is
acceptable.

6. CONCLUSIONS AND OUTLOOK

: 8,10,11,34,35 o
The “middle” thermostat scheme is a promising

approach for constructing novel efficient MD algorithms for
configurational sampling for systems subject to constraints. We
use two types of constraints, namely, holonomic constraints and
isokinetic constraints, for demonstration. Numerical simula-
tions suggest that the thermostat algorithms within the
“middle” scheme are superior to conventional ones in sampling
the marginal distribution of the configuration, leading to more
accurate results for configuration-dependent thermodynamic
properties when the same finite time interval At is used.
Employing the “middle” scheme with resonance-free multiple
time-step techniques also produces more efficient and accurate
algorithms for configurational sampling for the systems treated
via multiple time stepping with just two time steps. It is easy to
extend the strategy to cases when three or more time steps are
employed, as we will be demonstrating in a future publication.

In addition to constraints and multiple time-step methods, it
is straightforward to implement the “middle” thermostat
scheme (for MD as well as PIMD) together with various
advanced enhanced sampling techniques’"*~* (e.g, replica
exchange’" as we have used in this paper, integrated tempering
sampling,77 meta-dynamics,””® blue moon,*'~* mileston-
ing,"" etc.) to accelerate configurational sampling for systems
involving rare events. Because the “middle” thermostat scheme
in principle takes no advantage of the specific form of the force
or potential energy surface, it will be useful to implement the
“middle” scheme for ab initio MD (or ab initio PIMD).”%% It is
important to note that all strategies introduced for the “middle”
scheme for MD in the paper are straightforward to implement
for PIMD (subject to various constraints or with resonance-free
multiple time-step techniques). Some of them have already
been employed for PIMD simulations of liquid water with
holonomic constraints.** We expect that the results in this
paper as well as those in a series of papers®'”'"***> and the
implementation in AMBER®” will encourage others to use the
“middle” scheme to develop various efficient MD (and PIMD)
algorithms or do simulations for configurational sampling for
systems of their interest.

In future work, it will be interesting to use the “middle”
scheme®'”""***% in the rational design of yet more efficient
algorithms (with resonance-free multiple time-step techniques
as well as constraint approaches), particularly for use with other
constant temperature ensembles beyond the canonical (NVT)
ensemble, e.g., the isothermal—isobaric (NPT) ensemble.
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